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In this paper, we address the problem of detecting a point-like target embedded in clutter characterized 
by a symmetrically structured power spectral density and persymmetric covariance matrix. In particular, 
we consider the so-called partially homogeneous environment, where the cell under test and the training 
samples share the same covariance matrix up to an unknown power scaling factor. At the design stage, 
we jointly exploit the spectral properties of the clutter and the persymmetric structure of the clutter 
covariance matrix to reformulate the decision problem in terms of real variables with an increased 
number of training samples. Then, we derive two adaptive detectors relying on the Rao test and a 
suitable modification of the generalized likelihood ratio test (GLRT). The performance analysis, conducted 
on both simulated and real radar data, confirms the superiority of the newly proposed receivers over 
the traditional state-of-the-art counterparts which ignore either the persymmetry or the symmetric 
spectrum.

© 2017 Elsevier Inc. All rights reserved.
1. Introduction

In last decades, the problem of detecting a signal vector known 
up to a scaling factor in the presence of zero-mean, multivariate 
Gaussian interference with unknown covariance matrix, has re-
ceived increasing attention in radar community [1]. Starting from 
the lack of a uniformly most powerful test for the quoted problem, 
a considerable amount of work has been made to devise adaptive 
detection schemes. In particular, in [2] Kelly devises and assesses 
the generalized likelihood ratio test (GLRT) which interestingly en-
sures the constant false alarm rate (CFAR) property with respect to 
the disturbance covariance matrix. In [3], another CFAR receiver, 
the adaptive matched filter (AMF) is proposed resorting to the 
two-step GLRT design procedure. Compared with Kelly’s GLRT, the 
AMF is less time consuming and may achieve comparable detection 
performances. More recently, other design criteria have been inves-
tigated as an alternative to the GLRT. For instance, in [4] a novel 
derivation of the AMF is proposed by resorting to the Wald test de-
sign criterion, and in [5] the Rao test is used to derive a detector 
that exhibits enhanced rejection capabilities to mismatched signals 
[6,7]. Further recent solutions can be found in [8–10].

* Corresponding author. Fax: +86 010 8254 7706.
E-mail address: haochengp@mail.ioa.ac.cn (C. Hao).
http://dx.doi.org/10.1016/j.dsp.2017.04.003
1051-2004/© 2017 Elsevier Inc. All rights reserved.
All the aforementioned solutions assume a homogeneous envi-
ronment, wherein the training samples (secondary data) are free 
of signal components and share the same covariance matrix of the 
clutter as the cell under test (primary data). As a matter of fact, 
these solutions require the estimate of the clutter covariance ma-
trix (CCM), performed through a sample covariance matrix (SCM), 
resorting to the secondary data collected from range gates spa-
tially close to the primary data. For the sake of ensuring a perfor-
mance within 3 dB from the optimum bound, it is well known that 
K ≥ 2N independent and identically distributed (IID) secondary 
data are required [11,12], where N denotes the data vector size. 
Unfortunately, a large number of secondary data are not available 
in practice. This is commonly caused by the presence of power 
variations over range, clutter discretes, and other outliers [13], 
which make secondary data no longer representative of the dis-
turbance in primary data. As a consequence, the receivers that use 
the SCM based on secondary data exhibit significant performance 
degradations and the CFAR property is no longer ensured [14].

An efficient way to circumvent the lack of a sufficient number 
of homogeneous secondary data is to exploit some a priori infor-
mation about the scene illuminated by the radar, as it has been 
found that the adaptive detection can significantly be improved by 
exploiting the cognitive knowledge-based processing [15–20]. Al-
ternatively, there are two important kinds of a priori information 
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on the clutter which can be incorporated in solving the detection 
problem in sample-starved scenarios. The first one is the persym-
metric structure of the CCM, which comes from the array geometry 
and means that the CCM is persymmetric about its cross diago-
nal [21]. The second one is the symmetry in the clutter spectral 
characteristics, which originates from the properties of the power 
spectral density and implies that clutter autocorrelation function 
is real-valued and even [22]. The two kinds of a priori informa-
tion can yield structures that involve less unknown parameters to 
characterize the unknown covariance matrix and, hence, allow to 
obtain an enhanced estimate of the unknown parameters. Many 
approaches, relying on either the persymmetry or the symmetric 
spectrum, have been developed to achieve improved detection per-
formances in training-limited scenarios; just to give an example, 
see [23–35]. More recently, in [36] the authors move one step fur-
ther towards the design of adaptive detectors that simultaneously 
exploit the two kinds of a priori information on the clutter.

In this work, we extend the framework proposed in [36] to 
the design of architectures for partially homogeneous environment 
(PHE) [37–41], where the primary and secondary data share the 
same covariance matrix up to an unknown power scaling factor. 
The consideration about the PHE model is mainly due to variations 
in terrain as well as the use of guard cells in radar implementation. 
At the design stage, we jointly exploit the spectral properties of the 
clutter and the persymmetric structure of the CCM to reformulate 
the decision problem in terms of real variables with an increased 
number of secondary data. Then, we derive the Rao test and a 
two-step modification of the GLRT. The performance investigation, 
carried out on simulated dataset and real dataset, shows that the 
joint exploitation of persymmetry and symmetric clutter spectrum 
can enhance the detection performances. Finally, it deserves em-
phasizing that the new detectors can work when K ≥ N/4 instead 
of K ≥ N required by conventional adaptive detectors, where K
stands for the length of the secondary data, and N denotes the 
number of spatial and/or temporal channels.

The remainder of the paper is organized as follows. Section 2
deals with problem formulation, while Section 3 contains receiver 
derivations. Section 4 provides numerical examples and compar-
isons. Finally, some concluding remarks and hints for future work 
are given in Section 4.

Notation

In the sequel, vectors and matrices are denoted by boldface 
lower-case and upper-case letters, respectively. Symbols det(·) and 
Tr(·) denote the determinant and the trace of a square matrix, re-
spectively. If A and B are scalars, then A × B is the usual product 
of scalars; on the other hand, if A and B are generic sets, A × B
denotes the Cartesian product of sets. The imaginary unit is j, i.e., √−1 = j. The (i, k)-entry of a generic matrix A is denoted by 
{A}i,k . Symbols I N and 0N,M represent the (N × N)-dimensional 
identity matrix, and the (N × M) matrix of zeros, respectively. 
As to the numerical sets, R is the set of real numbers, RN×M

is the set of (N × M)-dimensional real matrices (or vectors if 
M = 1), C is the set of complex numbers, and CN×M is the set of 
(N × M)-dimensional complex matrices (or vectors if M = 1). The 
real and imaginary parts of a complex vector or scalar are denoted 
by �(·) and �(·), respectively. Symbol S++ is used to represent the 
set of N × N positive definite symmetric matrices. Symbols (·)T , 
(·)†, and ln(·) stand for transpose, conjugate transpose, and natu-
ral logarithm, respectively. Finally, symbol E[·] denotes statistical 
expectation, and X ∝ Y means that X is proportional to Y .

2. Problem formulation

In this section, we introduce the detection problem at hand 
and show that, under the assumption of a persymmetric structure 
of the CCM, it is equivalent to another decision problem dealing 
with independent circularly symmetric complex vectors. Then, we 
reformulate the latter decision problem exploiting the symmetric 
spectrum for the clutter, which allows us to transfer the data from 
the complex to the real domain.

To this end, let us begin by formulating the initial problem 
in terms of a binary hypothesis test. Specifically, we assume that 
the considered sensing systems acquires data from N ≥ 2 channels 
which can be spatial and/or temporal. The echoes from the cell 
under test are properly pre-processed, namely, the received sig-
nals are downconverted to baseband or an intermediate frequency; 
then, they are sampled and organized to form an N-dimensional 
vector, r0 say. We want to test whether or not r0 contains useful 
target echoes assuming the presence of a set of K secondary data. 
Summarizing, we can write this decision problem as follows⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

H0 :
{

r0 = n0,

r0k = n0k, k = 1, . . . , K ,

H1 :
{

r0 = αv + n0,

r0k = n0k, k = 1, . . . , K ,

(1)

where

• v = vr + jv i ∈ CN×1 with ‖v‖ = 1, vr = �{v}, and v i = �{v}
is the nominal steering vector;

• α = αr + jαi ∈C with αr = �{α} and αi = �{α} represents the 
target response which is modeled in terms of an unknown de-
terministic factor accounting for target reflectivity and channel 
propagation effects;

• n0, n0k ∈ CN×1, k = 1, . . . , K , are IID complex normal random 
vectors with zero mean and unknown positive definite covari-
ance matrices given by

E
[

n0n†
0

]
= 
M, E

[
n0kn†

0k

]
= γ 
M, (2)

with 
M ∈ S++ and γ > 0 an unknown power scaling factor.

Observe that for an active system utilizing symmetrically spaced 
linear array and/or pulsed train, both 
M and v have the persym-
metric property. More precisely, v = J N v∗ and 
M belongs to the 
set P defined as


M ∈ P iff 
M = J N

M∗

J N , (3)

where J N ∈ RN×N is the permutation matrix with unit anti-
diagonal elements and zeros elsewhere, i.e.,

J N =

⎡⎢⎢⎣
0 0 · · · 0 1
0 0 · · · 1 0
... . .

.
. .

.
. .

. ...

1 0 · · · 0 0

⎤⎥⎥⎦ . (4)

Now, following the lead of Appendix B of [24], we can recast prob-
lem (1) in terms of

r1 = r0 + J N r∗
0

2
, r2 = r0 − J N r∗

0

2
,

r1k = r0k + J N r∗
0k

2
, r2k = r0k − J N r∗

0k

2
, k = 1, . . . , K , (5)

which are independent circularly symmetric complex Gaussian 
vectors with means depending on which hypothesis is in force and 
covariance matrix given by

E
[

r1r†
1

]
= 
M/2, E

[
r1kr†

1k

]
= γ 
M/2. (6)

Thus, we can write
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⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
H0 :

{
r1 = n1, r2 = n2,

r1k = n1k, r2k = n2k, k = 1, . . . , K ,

H1 :
{

r1 = αr v + n1, r2 = αi v + n2
r1k = n1k, r2k = n2k, k = 1, . . . , K ,

(7)

where

n1 = n0 + J Nn∗
0

2
, n2 = n0 − J Nn∗

0

2
,

n1k = n0k + J Nn∗
0k

2
, n2k = n0k − J Nn∗

0k

2
. (8)

Problem (7) can be further recast exploiting the fact that clutter 
spectrum is real and even. Otherwise stated, the CCM is real and, 
hence, it is possible to express problem (7) in terms of the follow-
ing quantities

z1r = �(r1), z1i = �(r1), z2r = �(r2), z2i = �(r2),

z1kr = �(r1k), z1ki = �(r1k),

z2kr = �(r2k), z2ki = �(r2k), k = 1, . . . , K . (9)

It is easy to know that z1r , z1i , z2r , z2i , z1kr , z1ki , z2kr , and z2ki are 
statistically independent real Gaussian vector with means depend-
ing on which hypothesis is in force and covariance matrix given 
by

E
[

z1r z†
1r

]
= E

[
z1i z

†
1i

]
= E

[
z2r z†

2r

]
= E

[
z2i z

†
2i

]
= M,

E
[

z1kr z†
1kr

]
= E

[
z1ki z

†
1ki

]
= E

[
z2kr z†

2kr

]
= E

[
z2ki z

†
2ki

]
= γ M

(10)

with M = 1
4

M ∈ RN×N . Thus, problem (7) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H0 :
⎧⎨⎩ z1r = n1r, z1i = n1i, z2r = n2r, z2i = n2i,

z1kr = n1kr, r1ki = n1ki,

z2kr = n2kr, r2ki = n2ki, k = 1, . . . , K ,

H1 :

⎧⎪⎪⎨⎪⎪⎩
z1r = αr vr + n1r, z1i = αr v i + n1i,

z2r = αi vr + n2r, z2i = αi v i + n2i,

z1kr = n1kr, z1ki = n1ki,

z2kr = n2kr, z2ki = n2ki, k = 1, . . . , K ,

(11)

where

n1r = �(n1), n1i = �(n1),n2r = �(n2),n2i = �(n2),

n1kr = �(n1k), n1ki = �(n1k),

n2kr = �(n2k),n2ki = �(n2k), k = 1, . . . , K . (12)

Remark 1. Comparison of (1) and (11) indicates that transferring 
problem (1) to problem (11) is equivalent to multiply the number 
of secondary data by four and, hence, the new receivers obtained 
by solving problem (7) would work under the constraint 4K ≥ N
instead of K ≥ N which is required by the traditional detectors 
in [2–5]. Moreover, as shown in Section 4, the new receivers ex-
hibit superior detection performance with respect to the receivers 
which exploit either the persymmetric structure of the CCM or the 
symmetric spectrum for the clutter.

3. Detector designs

Since no uniformly most powerful test exists for problem (11), 
we seek decision statistics which achieve higher detection prob-
ability with reasonable computational complexity and ensure the 
CFAR property [42]. Observe also that the mathematical derivation 
of the plain GLRT and the Wald test for the problem at hand is 
a formidable task (at least to the best of authors’ knowledge). For 
above reasons, we resort to the Rao test and a two-step modifica-
tion of the GLRT to devise two adaptive architectures.

As a preliminary step toward the derivation of the receivers, let 
us denote by following quantities.

• Z = [Z 1 Z 2] ∈ RN×4 denotes the primary data matrix with 
Z 1 = [z1r z1i] ∈RN×2 and Z 2 = [z2r z2i] ∈RN×2.

• Z K = [Z 1K Z 2K ] ∈ RN×4K denotes the secondary data ma-
trix with Z 1K = [z11r . . . z1Kr z11i . . . z1K i] ∈ RN×2K and Z 2K =
[z21r . . . z2Kr z21i . . . z2K i] ∈ RN×2K .

• V = [vr v i] ∈RN×2 denotes the nominal steering matrix.
• θ A = [αr,αi]

T ∈ R2×1 denotes the signal parameter vector.

• θ B =
[
γ f T (M)

]T ∈ R(N−1)N/2+1×1 denotes the nuisance pa-

rameter vector, where f (·) is a vector-valued function that 
selects in unequivocal way (bijection) the elements of a sym-
metric matrix. Observe that since M ∈ S++ , it can be well 
represented by the [(N − 1)N/2]-dimensional vector.

• θ = [
θ T

A θ T
B

]T
contains all unknown parameters, and θ̂0 =[

θ T
A0 θ̂

T
B0

]T
denotes the maximum likelihood estimate (MLE) 

of θ under H0 with θ A0 = [0 0]T . Note that ̂θ B0 is the MLE of 
θ B under H0.

Under the above assumption, the joint probability density function 
(PDF) of Z and Z K under Hl , l = 0, 1, is given by

f (Z , Z K ; θ , Hl) = γ −2N K

(2π)2N(K+1) det2(K+1)(M)

× exp

{
−1

2
Tr

[
M−1T l(lαr, lαi)

]}
, (13)

where

T l(lαr, lαi) = (Z 1 − lαr V ) (Z 1 − lαr V )T

+ (Z 2 − lαi V ) (Z 2 − lαi V )T + 1

γ
S (14)

with S = Z K Z T
K the SCM based on secondary data only.

3.1. Rao test

In this subsection, we focus on the Rao test design criterion, 
which is often simpler than the GLRT and is also asymptotically 
equivalent to the latter. The binary hypothesis (11) for the problem 
considered induces the following equivalent parameter hypothesis 
[43]{

H0 : θ A = θ A0, θ B ,

H1 : θ A �= θ A0, θ B .
(15)

Let J (θ) the Fisher information matrix, which can be partitioned 
as [43]

J (θ) = −E

[
∂2

∂θ∂θ T
ln f (Z , Z K ; θ , H1)

]
=

[
J A A(θ) J AB(θ)

J B A(θ) J B B(θ)

]
, (16)

where

J P Q (θ) = −E

[
∂2

∂θ X∂θ T
Y

ln f (Z , Z K ; θ , H1)

]
∈Rx×y . (17)

In (17), (x, y) ∈ {A, B} × {A, B},
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x =
{

2, if X = A,

L, if X = B,
(18)

and

y =
{

2, if Y = A,

L, if Y = B.
(19)

Now, we have provided all the definitions to introduce the Rao 
test, namely

∂ ln f (Z , Z K ; θ , H1)

∂θ A

∣∣∣∣T

θ=θ̂0

{[
J −1(θ)

]
A A

}
θ=θ̂0

× ∂ ln f (Z , Z K ; θ , H1)

∂θ A

∣∣∣∣
θ=θ̂0

H1
≷
H0

η, (20)

where η is1 the threshold value to be set according to the desired 
P f a , and 

[
J (θ)−1

]
A A is the sub-block of the inverse of the Fisher 

information matrix formed by selecting its first two rows and the 
first two columns; in addition it can be written as[

J −1(θ)
]

A A
=

[
J A A(θ) − J AB(θ) J −1

B B(θ) J B A(θ)
]−1

. (21)

From (20), the derivation of the Rao test is a two-step process. 
The first one is to obtain the MLE of the nuisance parameters un-
der H0, and the second one is to evaluate the related terms in (20). 
Let us begin with the first step. To this end, note that taking the 
derivative of ln f (Z , Z K ; θ , H0) with respect to M and equating it 
to zero results in

M̂0 = 1

4(K + 1)

(
1

γ
S + Z Z T

)
. (22)

Plugging (22) into (13), we have

f (Z , Z K ; M̂0, γ , H0)

∝
[
γ

N K
K+1 det

(
1

γ
S + Z Z T

)]−2(K+1)

=
[

det(S)γ 4− N
K+1 det

(
1

γ
I 4 + Z T S−1 Z

)]−2(K+1)

(23)

where the last equality comes from

det

(
1

γ
I N + A B

)
= γ 4−N det

(
1

γ
I 4 + B A

)
(24)

with A ∈ RN×4 and B ∈ R4×N rectangular matrices. Apparently, 
γ̂0 is obtained by minimizing γ 4− N

K+1 det
(

1
γ I 4 + Z T S−1 Z

)
. To this 

end, we denote by r the rank of S−1/2 Z Z T S−1/2; note that r =
min(N, 4) ≥ 2. Following the lead of Proposition 2 of [44], it is 
not difficult to show that under the constraint2 r > N

K+1 , γ̂0 is the 
unique positive solution of equation

r∑
i=1

μiγ

μiγ + 1
= N

K + 1
(25)

with μi , i = 1, . . . , r, the non-zero eigenvalues of S−1/2 Z Z T S−1/2. 
Note that (25) can be solved by resorting to the Matlab function 
‘roots’ which evaluates the eigenvalues of a companion matrix of 
order (r + 1) × (r + 1) at most.

1 Hereafter, η is used to denote the detection threshold or any proper modifica-
tion of it for all the considered receivers.

2 This constraint is looser than 2K ≥ N which is required to ensure a full-rank 
estimate of M (see Remark 1) and, hence, it can always be met.
Now, we use the above results to write the test statistic. Specif-
ically, the elements of the first partial derivative of the score func-
tion ln f (Z , Z K ; θ , H1) with respect to θ A are

∂ ln f (Z , Z K ; θ , H1)

∂θ A
=

[
∂ ln f (Z ,Z K ;θ ,H1)

∂θ A
∂αr

∂ ln f (Z ,Z K ;θ ,H1)
∂θ A

∂αi

]

= 2

[
Tr

[
V T M−1 (Z 1 − αr V )

]
Tr

[
V T M−1 (Z 2 − αi V )

] ]
. (26)

Thus, we can write

∂ ln f (Z , Z K ; θ , H1)

∂θ A

∣∣∣∣
θ=θ̂0

=
[

Tr
[
V T M−1 Z 1

]
Tr

[
V T M−1 Z 2

] ]
. (27)

Further developments require evaluating the blocks of the Fisher 
information matrix. To this end, it can be shown that

J A A(θ) = 2Tr
(

V T M−1 V
)

I 2. (28)

On the other hand, J AB(θ) is a 2 × (L + 1) matrix whose (l, k)th 
element is

J AB(θ)(l,k) = −E

[
∂ ln f (Z , Z K ; θ , H1)

∂θ A(i)θ B( j)

]
,

l ∈ (1, . . . ,2), k ∈ (1, . . . L), (29)

where θ A(t) and θ B(t) denote the tth element of θ A and θ B , re-
spectively. It is easy to show that J AB(θ)(l, k) is linear function 
of Z 1 − αr V and Z 2 − αi V and, hence, we can conclude that 
J AB(θ) = 02,L+1, because of E(Z 1 − αr V ) = E(Z 2 − αi V ) = 0N,2. 

It follows that[
J −1(θ)

]
A A

= 1

2Tr
(

V T M−1 V
) I 2. (30)

Gathering the above results, the Rao test can be finally given by

Tr2
(

V T M̂
−1
0 Z 1

)
+ Tr2

(
V T M̂

−1
0 Z 2

)
Tr

(
V T M̂

−1
0 V

) H1
≷
H0

η, (31)

where M̂0 is given by (22) by using γ̂0 in place of γ . In the se-
quel, we refer to detector (31) as the persymmetric and symmetric 
spectrum Rao test for PHE (PSS-RAO-PHE).

3.2. GLRT-based architecture

In this subsection, we derive a detector based on a two-step 
modification of the GLRT. In order to facilitate the derivations of 
the test, we move the power scaling factor from the secondary 
data to primary data. Precisely, we define � = γ M , which implies 
that M = λ� with λ = 1

γ , namely,

E
[

n1rn†
1r

]
= E

[
n1in

†
1i

]
= E

[
n2rn†

2r

]
= E

[
n2in

†
2i

]
= λ�,

E
[

n1krn†
1kr

]
= E

[
n1kin

†
1ki

]
= E

[
n2krn†

2kr

]
= E

[
n2kin

†
2ki

]
= �.

(32)

With these definitions in mind, the rationale of the two-step de-
sign procedure is the following: first assume that � is known and 
derive decision rule according to a specific design criterion. Then, 
an adaptive detector is obtained by substituting � by the sample 
covariance matrix S [3].

Previous assumptions imply that the PDF of Z under Hl , l =
0, 1, is given by
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f (Z;�, λ, lαr, lαi, Hl)

= 1

(2π)2N det2(λ�)
exp

{
−1

2
Tr

[
1

λ
�−1W l(lαr, lαi)

]}
, (33)

where

W l(lαr, lαi)

= (Z 1 − lαr V ) (Z 1 − lαr V )T + (Z 2 − lαi V ) (Z 2 − lαi V )T .

(34)

Under the assumption that � is known, the GLRT is given by

max
αr ,αi

max
λ

f (Z;�, λ,αr,αi, H1)

max
λ

f (Z;�, λ,0,0, H1)

H1
≷
H0

η. (35)

It is easy to show that the MLE of λ under Hl , l = 0, 1, is given by

λ̂l = 1

4N
Tr

[
�−1W l(lαr, lαi)

]
. (36)

Substituting (33) and (36) in (35), after some algebraic manipula-
tions, the natural logarithm of (35) can be recast as

Tr
(

Z T
1 �−1 Z 1 + Z T

2 �−1 Z 2
)

min
αr ,αi

f (αr,αi)
≷
H0

η, (37)

where

f (αr,αi) = Tr
[
(Z 1 − αr V )T �−1 (Z 1 − αr V )

+ (Z 2 − αi V )T �−1 (Z 2 − αi V )
]
. (38)

In the next step, our objective is to minimize f (αr, αi) with re-
spect to αr and αi . To this end, we evaluate the derivatives with 
respect to αr and αi , which are given by

∂ f (αr,αi)

∂αr
= −2Tr

[
V T �−1 (Z 1 − αr V )

]
,

∂ f (αr,αi)

∂αi
= −2Tr

[
V T �−1 (Z 2 − αi V )

]
. (39)

Setting to zero the two derivatives of (39), yields

α̂r = Tr
(

V T �−1 Z 1
)

Tr
(

V T �−1V
) , α̂i = Tr

(
V T �−1 Z 2

)
Tr

(
V T �−1 V

) . (40)

Based on the above results, the GLRT can be recast as

Tr2 (
V T �−1 Z 1

) + Tr2 (
V T �−1 Z 2

)
Tr

(
V T �−1 V

)
Tr

(
Z T �−1 Z

) H1
≷
H0

η. (41)

Plugging S in place of � into (41), the GLRT is finally given by

Tr2 (
V T S−1 Z 1

) + Tr2 (
V T S−1 Z 2

)
Tr

(
V T S−1V

)
Tr

(
Z T S−1 Z

) H1
≷
H0

η. (42)

In the sequel, we refer to detector (42) as the persymmetric and 
symmetric spectrum two-step GLRT for PHE (PSS-2SGLRT-PHE).

4. Performance assessment

In this section, we present some numerical examples to show 
the performances of the PSS-RAO-PHE and the PSS-2SGLRT-PHE in 
terms of probability of detection (Pd). To this end, we not only 
compare our detectors to the symmetric spectrum detectors that 
neglect the persymmetry, namely the so-called SS-ACE introduced 
in [35], but also compare the new receivers with the state-of-the-
art persymmetric detectors that ignore the symmetric spectrum, 
Fig. 1. Pd versus SCR for the OPT-ACE, PSS-RAO-PHE, PSS-2SGLRT-PHE, P-GLRT-PHE, 
P-RAO-PHE, P-ACE, and SS-ACE assuming N = 9, K = 7, γ = 3, νd = 0.3, and CNR =
60 dB.

including the persymmetric GLRT for PHE (P-GLRT-PHE) [29], the 
persymmetric RAO for PHE (P-RAO-PHE) [30], and the persymmet-
ric adaptive coherence estimator (P-ACE) [27]. In the examples, we 
also include the ACE for known 
M , which cannot be used in prac-
tice but offers a baseline for comparison. This detector is referred 
to in the sequel as the optimum ACE (OPT-ACE), whose statistic is 
given by

tOPT-ACE =
∣∣∣v† 
M−1

r0

∣∣∣2

(v† 
M−1
v)(r†

0

M−1

r0)
. (43)

The analysis is conducted both on simulated and real recorded 
data.

4.1. Numerical examples on simulated data

Since closed form expressions for Pd and Pfa are not available, 
we make use of standard Monte Carlo counting techniques and 
evaluate the thresholds necessary to ensure a preassigned value 
of Pfa resorting to 100/Pfa independent trials, while Pd values 
are estimated over 104 independent trials. All the examples as-
sume P f a = 10−4. We consider a clutter-dominated environment 
with the covariance matrix 
M = σ 2

n I N + σ 2
c Mc , where σ 2

n = 1 is 
the thermal noise power, σ 2

c > 0 is the clutter power which is 
evaluated according to a given clutter-to-noise ratio (CNR) defined 
as CNR = σ 2

c /σ 2
n . As to Mc , it is Gaussian shaped with one-lag 

correlation coefficient ρ , which means that the (i, j)th element 
of Mc is ρ |i− j|2 . The signal-to-clutter ratio (SCR) is defined as 
SCR = |α|2 v(νd)

† 
M−1
v(νd), where the temporal steering vector 

v(νd) is given by v(νd) = 1√
N

[
e− j2π N−1

2 νd . . . 1 . . . e j2π N−1
2 νd

]
with 

the normalized Doppler frequency νd = 0.3. Finally, all numerical 
examples assume P f a = 10−4 and ρ = 0.9.

In Fig. 1, we plot the Pd versus the SCR for the considered de-
tectors assuming N = 9, K = 7, γ = 3, and CNR = 60 dB. The figure 
shows that the PSS-RAO-PHE and the PSS-2SGLRT-PHE significantly 
outperform the traditional state-of-the-art counterparts which ei-
ther ignore the persymmetry or the symmetric spectrum. Precisely, 
the best detection performance is ensured by the PSS-RAO-PHE 
with a gain of about 0.7 dB at Pd = 0.9 over the PSS-2SGLRT-PHE. 
Such a gain increases to above 8.1 dB with respect to persymmet-
ric detectors and the SS-ACE. Thus, joint exploitation of the clutter 
and system symmetry properties is a very effective means to im-
prove performance in the presence of a small number of secondary 
data. However, the above-mentioned Pd gain can be reduced by in-
creasing K , due to the fact that the estimate of 
M becomes more 
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Fig. 2. Pd versus SCR for the OPT-ACE, PSS-RAO-PHE, PSS-2SGLRT-PHE, P-GLRT-PHE, 
P-RAO-PHE, P-ACE, and SS-ACE assuming N = 9, K = 9, γ = 3, νd = 0.3, and CNR =
60 dB.

Fig. 3. Pd versus SCR for the OPT-ACE, PSS-RAO-PHE, PSS-2SGLRT-PHE, assuming 
N = 9, K = 4, γ = 3, fd = 0.3, and CNR = 60 dB.

reliable, as shown in Fig. 2, where we plot the Pd of the considered 
detectors assuming the same system parameters as Fig. 1, but for 
K = 9. Note also that the SS-ACE guarantees better performance 
than the considered three persymmetric detectors.

In Fig. 3, we consider a very training-limited scenario, namely, 
N = 9, and K = 4. In this case, only the newly proposed de-
tectors are involved, due to the fact that they can work un-
der the constraint K < N/2. Inspection of the figure shows that 
the PSS-RAO-PHE ensures better detection performance than the 
PSS-2SGLRT-PHE. Precisely, the performance gain with respect to 
the PSS-2SGLRT-PHE is about 4.0 dB at Pd = 0.9.

4.2. Numerical examples on real data

The aim of this section is to study the behavior of the newly 
proposed detectors in the presence of live clutter data. To this end, 
we exploit the MIT-LL Phase-One radar dataset, which is observed 
by a stationary monostatic radar, contains land clutter and refers 
to different bands, polarizations, range resolutions, and scanning 
modes. In [45], it is shown that the real data exhibits a symmet-
ric Power Spectral Density (PSD) centered around the zero-Doppler 
frequency. Moreover, its persymmetric property has been corrobo-
rated in [33].

Each data file is composed of Nt temporal returns from Ns
range cells which are stored in an Nt × Ns complex matrix. The 
Table 1
Specifications of the land clutter dataset.

Dataset H067038 3.iq and H067037 2.iq

Date May 3, 1985
Number of pulses Nt 30720
Number of cells Ns 76
Polarizations HH and VV
RF frequency 1.23 GHz
Pulse length 100 ns
Pulse repetition frequency 500 Hz
Radar scan mode Fixed azimuth
Radar azimuth angle 235
Grazing angles 0.86 to 0.54 deg
Range 2000–3125 m
Radar beam width 3.4 deg
Range resolution 15 m
Quantization bit 13
Mean/Max wind speed 27/34 km/h (HH)

32/32 km/h (VV)

Fig. 4. Pd versus SCR for the PSS-RAO-PHE, PSS-2SGLRT-PHE, P-GLRT-PHE, P-RAO-
PHE, P-ACE, and SS-ACE assuming N = 9, K = 7, νd = 0.3, real data, vertical polar-
ization.

most important parameters of the L-Band clutter datasets, are re-
ported in Table 1. We highlight that the considered area contains 
windblown vegetation primary composed of mixed deciduous trees 
and occasional pine and cedar. At the time of the experiment the 
deciduous trees did not yet have their leaves. Further details on 
the description of the dataset can be found in [46, and references 
therein], where is possible to observe that the spectrum of the 
clutter live data satisfy the assumption to by symmetrical (as could 
be expected from terrain clutter) while the power level versus the 
range cell is non-homogeneous.

The detection performance analysis is conducted in accordance 
to the procedure shown in [34]. The Pd of the receivers is eval-
uated comparing the statistic over the cell under test with the 
threshold provided by the procedure of [34]. As to the temporal 
steering vector, νd is chosen equal to 0.3. Several cells under test 
have been tried over the entire dataset, leading to very similar re-
sults. In the following, the results for the cell under test number 
25 are reported.

The Pd curves versus the SCR are shown in Figs. 4, 5, and 6. 
Precisely, in Fig. 4 the performances of all the analyzed receivers 
are reported for N = 9, K = 7 and P f a = 10−4, showing very 
similar results with respect to the simulated data; the proposed 
receivers exhibit the best performances under the assumption of 
limited training data. Also in Fig. 5, the behavior experimented for 
the simulated data is observed, with the proposed receivers out-
performing the others receivers of 4.5 dB for a reference Pd = 0.9. 
Finally in Fig. 6, the results for the very stressing scenarios, i.e., 



G. Foglia et al. / Digital Signal Processing 67 (2017) 131–138 137
Fig. 5. Pd versus SCR for the PSS-RAO-PHE, PSS-2SGLRT-PHE, P-GLRT-PHE, P-RAO-
PHE, P-ACE, and SS-ACE assuming N = 9, K = 9, νd = 0.3, real data, vertical polar-
ization.

Fig. 6. Pd versus SCR for the PSS-RAO-PHE, PSS-2SGLRT-PHE, assuming N = 9, K =
4, νd = 0.3, real data, vertical polarization.

N = 9, K = 4 and P f a = 10−4, are reported. The figure highlights 
that the PSS-RAO-PHE and the PSS-2SGLRT-PHE obtain satisfactory 
performances and can be used in real environments under very 
severe conditions of very limited amount of training data. Mean-
while, the PSS-RAO-PHE guarantees better detection performance 
than the PSS-2SGLRT-PHE. All these analyses have been repeated 
also for the HH polarization (not reported here for the sake of 
brevity) and confirm the trend observed for the VV polarization.

As a final remark, we would like to highlight that if the clutter 
and system symmetry properties are violated due to amplitude and 
phase errors caused by the practical nature of real hardware, the 
performance of the proposed detectors will be degraded. A sen-
sitivity analysis can highlight these aspects, although a thorough 
performance analysis is out of the scope of this work.

5. Conclusions

In this paper, we have considered the problem of adaptive 
detection of a point-like target buried in partially homogeneous 
Gaussian clutter. For the sake of deriving these new detectors, we 
jointly exploit the persymmetric structure of the CCM as well as 
the symmetry in the clutter spectral characteristics. As first step 
toward detector designs, we transfer the data test problem from 
the complex to the real domain by two consecutive transforma-
tions, then we resort to the Rao test and the two-step modifica-
tions of the GLRT. The performance assessment has demonstrated 
that the proposed receivers can significantly outperform its natural 
competitors which either ignore the persymmetry or the symmet-
ric spectrum. Possible future research could involve the extension 
of the proposed framework to detect distributed targets [33,47,48]
or operate under non-Gaussian clutter [49–51].
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