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\textbf{A R T I C L E   I N F O}

\textbf{ABSTRACT}

Both reverberation and additive noise can degrade the quality of recorded speech and thus should be suppressed simultaneously. Previous studies have shown that the generalized singular value decomposition (GSVD) has the capability of suppressing the additive noise effectively, but it is not often applied for speech dereverberation since reverberation is considered to be convolutive as well as colored noise. Recently, we revealed that late reverberation is also additive and relatively white interference component in the linear prediction (LP) residual domain. To suppress both late reverberation and additive noise, we have proposed an optimal filter for LP residual estimator (LPRE) based on a constrained minimum mean square error (CMMSE) by using GSVD in single channel speech enhancement, where the algorithm is referred as CMMSE-GSVD-LPRE. Experimental results have shown a better performance of the CMMSE-GSVD-LPRE than spectral subtraction methods, but some residual noise and reverberation components are still audible and annoying. To solve this problem, this paper incorporates the masking properties of the human auditory system in the LP residual domain to further suppress these residual noise and reverberation components while reducing speech distortion at the same time. Various simulation experiments are conducted, and the results show an improved performance of the proposed algorithm. Experimental results with speech recorded in noisy and reverberant environments further confirm the effectiveness of the proposed algorithm in real-world environments.

\textbf{1. Introduction}

In hands-free communication systems, such as hearing aids, mobile phones and voice-controlled systems, it is well-known that both room reverberation and additive noise can significantly deteriorate the perceived quality and intelligibility of speech captured by a microphone in a closed room (Benesty and Makino, 2005; Naylor and Gaubitch, 2010; Loizou, 2013), especially when the desired talker is far away from the microphone. A listener who is sensorineurally impaired will have extra difficulty in perceiving and understanding the deteriorated speech (Bloom, 1980; Bloom and Cain, 1982). For automatic speech recognition (ASR) systems, it has been shown that late reverberation can degrade the performance of ASR severely (Sehr et al., 2010; Yoshioka et al., 2012). In order to obtain a satisfactory communication system both for human-to-human and human-to-machine interactions, speech dereverberation and noise reduction are fundamentally important. For the last half-century, many effective algorithms have been proposed to deal with reverberation (Lebart et al., 2001; Habets, 2005; Wu and Wang, 2006; Nakatani et al., 2008; Habets et al., 2009; Jeub et al., 2010), noise (Boll, 1979; Cohen and Berdugo, 2002; Martin, 2001; Cohen, 2003; Zheng et al., 2010; Gerkmann and Hendriks, 2012), or both (Jensen and Tan, 2015; Kun et al., 2015).

For noise reduction, the additive noise is often assumed to be uncorrelated with the source signal. One of the methods based on this assumption is spectral subtraction (SS) that was first proposed by Boll (1979), which is the most popular for its simplicity of implementation. The noise power spectral density (NPSD) estimation is the key step for this type of methods, and numerous state-of-the-art NPSD estimators have already been proposed in the literature (Cohen and Berdugo, 2002; Martin, 2001; Cohen, 2003; Zheng et al., 2010; Gerkmann and Hendriks, 2012). It’s well-known that SS methods still suffer from the so-called ‘musical noise’ problem, which is composed of tones at randomly distributed frequencies. Various algorithms have been proposed to reduce ‘musical noise’, including the over-subtraction of noise and the introduction of a spectral floor (Berouti et al., 1979), the optimal minimum mean-square error (MMSE) estimation of the short-time spectral amplitude (Ephraim and Malah, 1984), and the incorporation of human auditory properties (Virag, 1999).
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Since reverberation is considered as a source signal convoluting with a room impulse response (RIR), its characteristics are quite different from the additive noise. Speech dereverberation algorithms can be generally categorized into three main classes, such as inverse filtering methods (Miyoishi and Kaneda, 1988; Radiovic et al., 2000), cepstral subtraction (CS) methods (Bees et al., 1991; Subramaniam et al., 1996), and late reverberation suppression methods incorporating SS (Lebart et al., 2001; Wu and Wang, 2006; Kinoshita et al., 2009). Inverse filtering methods aim at deconvoluting the RIR and restoring the original source signal. However, inverse filtering methods are often sensitive to environmental noise (Neely and Allen, 1979), the fluctuation of the RIR (Mourjopoulos, 1985), and multiple desired speakers (Rotili et al., 2011). Different solutions have been proposed to cope with these problems (Neely and Allen, 1979; Tokuno et al., 1997; Hikichi et al., 2007), and most of them are based on regularization theory (Tokuno et al., 1997). Although inverse filtering methods can achieve satisfactory results, they are not suitable for real-time implementation due to their high computational load. To reduce the computational load, Bees et al. proposed to perform the deconvolution using cepstral analysis (Bees et al., 1991; Subramaniam et al., 1996). In the cepstral domain, the convolution operation is converted to an addition operation, and the deconvolution can be realized by CS. In contrast to inverse filtering and CS methods, many robust and practical approaches have been proposed to mitigate late reverberation only (Lebart et al., 2001; Wu and Wang, 2006; Kinoshita et al., 2009), as late reverberation has been shown to be the main reason for speech quality and recognition performance degradation (Naylor and Gaubitch, 2010). Generally, late reverberation is considered to be uncorrelated with early reverberation and the source signal. Therefore, these approaches aim at estimating the late reverberation spectral variance (LRSV) and then subtracting the estimated LRSV from the reverberant signal by using SS methods (Lebart et al., 2001). Examples of state-of-the-art LRSV estimators are the statistical model of RIR based methods (Habels et al., 2009), multiple-step linear prediction based methods (Kinoshita et al., 2009), and the smearing effect of late reverberation based methods (Wu and Wang, 2006). One can find other speech de-reverberation and enhancement algorithms by temporal and spectral processing in Krishnamoorthy and Prasanna (2009; 2011).

Once the NSPD and the LRSV are estimated, SS methods are generally implemented to suppress additive noise and late reverberation simultaneously. In our previous work (Zheng et al., 2014), we investigated the signal subspace approach (SSA), that was originally proposed to suppress noise for noisy speech (Ephraim and Van Trees, 1995). The SSA method is based on the decomposition of the noisy signal space into two orthogonal subspaces called the noise subspace and the signal subspace. Signal enhancement is performed by removing the noise subspace, and then estimating the source signal from the remaining signal subspace. The signal decomposition can be achieved by the Karhunen–Loeve transformation (KLT) (Mittal and Phamdo, 2000; Rezaeey and Gazor, 2001), the singular value decomposition (SVD) (Jensen et al., 1995), or the generalized singular value decomposition (GSVD) (Doclo and Moonen, 2002). Most of the traditional GSVD-based methods are proposed to reduce noise in the time domain directly (Doclo and Moonen, 2002; Yoshioka et al., 2009; Löllmann and Vary, 2009; Spriet et al., 2002), and others are applied to de-rerereberate the speech signal by estimating the RIR functions using multiple microphones (Gannot and Moonen, 2003). In Zheng et al. (2014), we proposed to apply the GSVD-based method for noise reduction and de-reverberation in the LP residual domain, in which we show that both late reverberation and ambient noise are additive in the LP residual domain. A constrained MMSE LP residual estimator (LPRE) was introduced to suppress both late reverberation and additive noise at the same time by using GSVD, where the algorithm is referred as CMMSE-GSVD-LPRE algorithm. Although the CMMSE-GSVD-LPRE algorithm is superior to SS methods and the traditional GSVD-based methods, some residual noise and reverberation components are still perceivable under low signal-to-noise ratio (SNR) or low direct-to-reverberation ratio (DRR) regions, as the permissible residual noise and reverberation are not optimized (see Zheng et al., 2014 for details).

In this paper, we extend our work presented in Zheng et al. (2014) and propose to use the auditory masking properties to control the level of the residual noise and reverberation for single channel speech enhancement. Note that the auditory masking properties have already been well defined and studied in both time and frequency domains (Schroeder et al., 1979; Thiemann, 2001). Because the effect of frequency masking is much more dominant than that of time masking, we will focus on the frequency masking effect in this paper. However, the auditory masking threshold (AMT) in frequency domain cannot be applied in signal subspace directly. To solve this problem, Jabloun and Champagne proposed a frequency domain to eigenvalue domain transformation (FET), which provides a way to calculate a perceptual upper bound for the residual noise (Jabloun and Champagne, 2002), and this was extended to the generalized singular value domain by Ju and Lee (2007). Whereas, FET cannot be used in the LP residual domain either. Therefore, we need to study a new transformation to calculate the perceptual upper bound for the LP residual noise and reverberation in this paper.

The remainder of this paper is organized as follows. Section 2 formulates the problem and briefly introduces the Wiener optimal filtering and the GSVD. Section 3 presents the constrained MMSE LP estimator and the proposed perceptually motivated optimal filter, where the transformation from perceptual constrains to subspace values is reformulated in the linear prediction residual domain. Simulation and realistic experiments are given in Sections 4 and 5, respectively, with objective and subjective evaluation results. Finally, some conclusions are made in Section 6.

2. Problem formulation and GSVD-based optimal filtering

When placed at a certain distance from the talker in a closed room, the microphone not only acquires the direct sound, but also the reflected sounds, which are the delayed and modulated versions of the direct sound. Thus, reverberation can be modeled as the source signal convoluting with the RIR. Taking the environmental noise into consideration, the microphone signal is given by

\[ x(n) = s(n)h(n) + v(n) \]

\[ = \sum_{i=0}^{L-1} s(n - i)h(i) + v(n) \]

\[ = y(n) + v(n) \]  \hspace{1cm} (1)

where \( s(n) \) is the clean speech signal, \( h(n) \) is the RIR from the talker to the microphone, which is modeled by a finite impulse response (FIR) filter with length \( L_h \), and \( \cdot^T \) is the convolution operator. It is assumed that \( h(n) \) is time-invariant, and \( v(n) \) is the additive noise. \( y(n) \) is the reverberant speech signal without the additive noise.

Eq. (1) can be written in the vector multiplication form, which is

\[ x(n) = s_k^T h + v(n) \]  \hspace{1cm} (2)

where \( s_k = [s(n), s(n-1),...s(n-L_h + 1)]^T \) is the vector of the clean speech signal at time index \( n \), and \( h = [h(0), h(1),...h(L_h - 1)]^T \) is the vector of the RIR coefficients, respectively. \( T \) denotes the transpose operation.

2.1. Optimal filtering

Here, we want to find a filter \( w(n) \) with length \( L_w \), such that the filtered microphone signal

\[ \hat{d}(n) = x(n)^T w(n) \]

\[ = x_n^T w \]  \hspace{1cm} (3)
is an estimation of the desired signal $d(n)$ or its delayed version, where $w = [w(0), w(1), \ldots, w(L_w - 1)^T]$ is the vector of the filter coefficients, and $x_n = [x(n), x(n + 1), \ldots, x(n + L_w + 1)^T]$ is the vector of the microphone signal, which can be written as

$$x_n = \mathcal{H} y_n + v_n$$

(4)

where $v_n = [v(n), v(n - 1), \ldots, v(n - L_w + 1)]^T$ is the vector of the noise signal. $\mathcal{H} \in \mathbb{R}^{L_w \times L_w}$ is the Hankel matrix of the clean speech signal, which is given by

$$\mathcal{H} = [s_1, s_2, \ldots, s_{L_w - 1}, \ldots, s_{N - L_w + 1}]$$

(5)

The estimated error signal $e(n)$ is defined as

$$e(n) = d(n) - \hat{d}(n)$$

(6)

Minimizing the mean square error (MSE) of $e(n)$, i.e., $E(e^2(n))$, where $E(\cdot)$ represents the expectation, leads to an optimal filtering problem. If the reverberant signal $y(n)$ is chosen as the desired signal $d(n)$, then it is a noise reduction problem, where only the additive noise will be suppressed. If $s(n)$ is chosen as the desired signal $d(n)$, then it is a dereverberation and denoising problem, where both the reverberation and the additive noise will be suppressed. Here we focus on the second problem, i.e., speech dereverberation and denoising in noisy environments. It’s well-known that the optimal filter to minimize the MSE cost function is the Wiener filter (Kalman, 1963), and the optimal filter $w_{opt}$ is given by

$$w_{opt} = R_{xx}^{-1}r_{ed}$$

(7)

where $R_{xx} = E[x_n x_n^T] \in \mathbb{R}^{L_w \times L_w}$ and $r_{ed} = E[d(n)x_n] \in \mathbb{R}^{L_w \times 1}$ are the $L_w \times L_w$ dimensional auto-correlation matrix of the microphone signal, and the $L_w \times 1$ dimensional cross-correlation vector between the microphone signal and the desired signal, respectively.

It can be seen that if $M > 1$ holds, $R_{xx}$ and $r_{ed}$ can be estimated by

$$\hat{R}_{xx} = \frac{1}{M} \mathcal{H}_x \mathcal{H}_x^T, \hat{r}_{ed} = \frac{1}{M} \mathcal{H}_d$$

(8)

where $\mathcal{H}_x \in \mathbb{R}^{L_w \times M}$ is the $L_w \times M$ Hankel matrix of the microphone signal, which is given by

$$\mathcal{H}_x = [x_1, x_{N+1}, \ldots, x_{N-M+1}]$$

(9)

and $d_n = [d(n), d(n - 1), \ldots, d(n - M + 1)]^T$ is the vector of the desired signal.

2.2. GSVD

The reverberant signal $y(n)$ can be rewritten as

$$y(n) = \sum_{i=0}^{D-1} s(n - i)h(i) + \sum_{i=D}^{L_w-1} s(n - i)h(i)
= s_{er}(n) + s_{lr}(n)$$

(10)

where $s_{er}(n)$ and $s_{lr}(n)$ are the early and the late reverberation signals, respectively. $D$ defines the boundary of the early and the late reverberation, which corresponds to the time ranges from 40 to 80 ms (Naylor and Gaubitch, 2010). Note that $s_{er}(n)$ includes the direct sound and the early reflected sound. According to Eq. (10), late reverberation is also an additive component in the time domain. Further, it is assumed that both late reverberation and additive noise are uncorrelated with the early reverberation signal. Based on these assumptions, we can apply both SS algorithm and the GSVD-based optimal filtering algorithm for dereverberation and noise reduction.

According to Naylor and Gaubitch (2010), the early reflected sound has an effect on increasing the strength of the direct-path sound and thus generates a positive impact on the intelligibility of speech. Therefore, the early reflected sound should not be suppressed for the purpose of human listening and only late reverberation should be. Assume that we can roughly estimate late reverberation $s_{lr}(n)$ and additive noise $v(n)$ and denote

$$t(n) = s_{lr}(n) + v(n)$$

(11)

as the interference that needs to be suppressed. The detailed steps to estimate $s_{lr}(n)$ and $v(n)$ will be given in the next section. Then the microphone signal can be rewritten as

$$x(n) = d(n) + t(n)$$

(12)

where $d(n) = s_{er}(n)$ is considered as the desired signal in this paper.

To employ the GSVD-based algorithm, the interference signal $t(n)$ needs to be firstly constructed in the Hankel matrix form as the same dimension as $\mathcal{H}_x$.

$$\mathcal{H}_t = [t_1, t_{N+1}, \ldots, t_{N-M+1}]$$

(13)

where $t_n = [t(n), t(n - 1), \ldots, t(n - L_w + 1)]^T$ is the vector of the interference signal.

A nonsingular matrix $Q \in \mathbb{R}^{M \times M}$ and two real matrices $U, V \in \mathbb{R}^{L_w \times M}$, whose columns are orthogonal vectors, can be found to transform both $\mathcal{H}_x$ and $\mathcal{H}_t$ into nonnegative, bounded diagonal matrices $C$ and $B$ simultaneously

$$U^T \mathcal{H}_x Q = C$$

(14)

$$V^T \mathcal{H}_t Q = B$$

(15)

subjected to

$$C^T C + B^T B = I_M$$

(16)

where $I_M \in \mathbb{R}^{M \times M}$ is an identity matrix, $C = \text{diag}[c_1, c_2, \ldots, c_M]$ and $B = \text{diag}[b_1, b_2, \ldots, b_M]$. The diagonal elements of $C$ and $B$ are arranged in descending and ascending order, respectively.

The auto-correlation matrix of the microphone signal $R_{xx}^M$ can also be estimated by

$$\hat{R}_{xx}^M = \frac{1}{L_w} \mathcal{H}_x^T \mathcal{H}_x = \frac{1}{L_w} Q^{-T} C^T Q^{-1}$$

(17)

under the condition that $L_w > 1$, where $R_{xx}^M \in \mathbb{R}^{M \times M}$.

It should be pointed out that both $\hat{R}_{xx}$ in Eq. (8) and $R_{xx}^M$ in Eq. (17) are the estimated auto-correlation matrix of the microphone signal, but with different dimensions. Eq. (17) gives the auto-correlation matrix with dimensions $M \times M$. The auto-correlation matrix of the interference signal $R_{tt}^M$ can be estimated in a similar way as

$$\hat{R}_{tt}^M = \frac{1}{L_w} \mathcal{H}_t^T \mathcal{H}_t = \frac{1}{L_w} Q^{-T} B^T Q^{-1}$$

(18)

where $R_{tt}^M \in \mathbb{R}^{M \times M}$.

GSVD-based optimal filtering is to find a transformation matrix $P \in \mathbb{R}^{M \times M}$, which transforms the matrix $\mathcal{H}_x$ to the Hankel matrix of the estimated desired signal $\mathcal{H}_d$.

$$\mathcal{H}_d = \mathcal{H}_x P$$

(19)

Under the assumption that the interference is additive and uncorrelated with the desired signal, the minimum variance estimation (MVE) algorithm (Van Huffel, 1993) gives $P$ as

$$P = Q \left( \frac{C^T - B^T}{C^2} \right) Q^{-1}$$

(20)

Substituting Eq. (20) into Eq. (19), we have

$$\mathcal{H}_d = UCQ^{-1}$$

(21)

where $C' = C^{-1}(C^2 - B^2)$.

In practice, the diagonal elements $c'_i$ of matrix $C'$ should be non-negative, and $c'_i$ is given by

$$c'_i = \max[|c_i^2 - b_i^2|, 0], i = 1, 2, \ldots, M$$

(22)
3. Optimal filtering in the LP residual domain

3.1. Constrained MMSE optimal filter in LP residual domain

The Hankel matrix of the error signal is given by

$$\mathbf{H}_e = \mathbf{H}_d - \mathbf{H}_s \mathbf{P} = \mathbf{H}_e (\mathbf{I}_m - \mathbf{P}) - \mathbf{H}_s \mathbf{P}$$

(23)

where $\mathbf{H}_e \in \mathbb{R}^{L \times M}$. The first term of the right hand side (RHS) of Eq. (23) is referred as the signal distortion, and the second term is referred as the residual interference. In fact, we want to minimize the MSE of the signal distortion while keeping the residual interference under a predefined threshold. Two linear constrained estimators have been proposed, namely time domain constrained (TDC) and spectral domain constrained (SDC) (Ephraim and Van Trees, 1995). The TDC estimator is a special case of the SDC estimator. Therefore, only the SDC estimator will be considered here. In this case, the optimization problem can be formulated as

$$\min_{\mathbf{P}} \text{tr}(\mathbf{e}_d^T \mathbf{e}_d)$$

subjected to

$$E[\mathbf{e}_d^T \mathbf{q}] \leq \gamma_2 \sigma_i^2, \quad i = 1, 2, ..., M$$

(25)

where $\mathbf{e}_d$ is the diagonal matrix with diagonal elements $\delta_i = \sqrt{\gamma_2}, \quad i = 1, 2, ..., M$

and $\alpha_i$ is the noise suppression gain function. In Ephraim and Van Trees (1995), the authors proposed an aggressive noise suppression gain function for $\alpha_i$, which is given by

$$\alpha_i = \exp[-\gamma_2 \sigma_i^2 / c_i^2], \quad i = 1, 2, ..., M$$

(28)

where $\gamma$ is a positive value which typically ranges from 1 to 5. In Zheng et al. (2014); Doclo and Moonen (2002), the following suppression gain function was used to avoid estimating the noise variance $\sigma_i^2$.

$$\alpha_i = \exp[-\gamma b_i^2 / c_i^2], \quad i = 1, 2, ..., M.$$  

(29)

The major drawback of the approach above is that the LP coefficients (LPC), i.e., the structures of the enhanced speech are changed, and this will have a negative effect on speech quality, especially in remote speech communication based on LPC coding. To cope with this problem, we proposed to use the constrained MMSE optimal filtering in the LP residual domain (Zheng et al., 2014). By using the LP model, $x(n)$ can be given by

$$x(n) = \sum_{m=1}^{L_p} a_m^p x(n - m) + r_c(n)$$

(30)

where $L_p$ is the order of the LP model, and $a_m^p$ with $m = 1, 2, ..., L_p$ are the LP coefficients of $x(n)$. $r_c(n)$ is the LP residual of $x(n)$. It is assumed that the LP coefficients of the microphone signal is the same as the early reverberant signal (Gaubitch et al., 2003). Applying the same LP filtering process on each side of Eq. (12), we have

$$r_c(n) = r_f(n) + r_t(n)$$

(31)

where $r_f(n)$ and $r_t(n)$ are the LP residuals of the desired signal and the interference, respectively. It is obvious that $r_f(n)$ is additive, and the implementation of the constrained MMSE optimal filtering in the LP residual domain is straightforward. Meanwhile, the authors in Zheng et al. (2014) used a more aggressive suppression gain function, which is given by

$$\alpha_{i,LP} = \exp\left\{\frac{-\gamma_1^2 b_{i,LP}^2}{\max\left[\sigma_{i,LP}^2 - b_{i,LP}^2 \sigma_{i,LP}^2 \right]}\right\}$$

(32)

where $b_{i,LP}$, $c_{i,LP}$ are the generalized singular values of the Hankel matrices $\mathbf{H}_{LP}^{c}$ and $\mathbf{H}_{LP}^{d}$, which are constructed by the residual signal $r_c(n)$ and $r_t(n)$, respectively. $\sigma_{i,LP}^2$ is a small positive value avoiding division by zero.

The estimated Hankel matrix of the desired signal in LP residual domain is given by

$$\mathbf{H}_{LP}^{d} = \mathbf{H}_{LP}^{d} \mathbf{P}_{LP}^{opt} = \mathbf{U}_{LP} \mathbf{C}_{LP}^{d} \mathbf{Q}_{LP}^{d}$$

(33)

where $\mathbf{P}_{LP}^{opt}$ is the optimal transformation matrix in the LP residual domain. $\mathbf{U}_{LP}$ and $\mathbf{Q}_{LP}$ are the decomposed matrix of $\mathbf{H}_{LP}^{d}$ and $\mathbf{H}_{LP}^{d}$. $\mathbf{C}_{LP}$ is a diagonal matrix with diagonal elements $c_{i,LP} = c_{i,LP}c_{i,LP}, \quad i = 1, 2, ..., M$.

The estimated Hankel matrix $\mathbf{H}_{LP}^{d}$ may not have the Hankel-form structure, and we can simply average the anti-diagonal elements of $\mathbf{H}_{LP}^{d}$ to recover the Hankel-form structure. Once the LP residual of the desired signal is obtained, the desired signal can be reconstructed by using the inverse process of LP.

3.2. Perceptually constrained optimal filter in the LP residual domain

Under low SNR and DRR regions, the CMMSE-GSVD-LPRE
algorithm has no guidelines to control the amount of interference reduction and speech distortion, which may somewhat degrade the performance of the algorithm. Auditory masking is a well-known psychoacoustic property of the human auditory system that has been widely used in speech enhancement (Virag, 1999; Gustafsson et al., 2000), etc. In this paper, we propose to use the auditory masking property to control the level of the residual interference. To make the residual interference imperceptible, the auditory masking threshold (AMT) curve is calculated first, and the perceptually based optimal filter is derived.

The power spectrum of the desired signal is required for evaluating the AMTs in the frequency domain, and this power spectrum was estimated by the Blackman–Tukey frequency estimation technique in Ju and Lee (2007). In this paper, we propose to estimate the power spectrum of the desired signal directly from the output of the CMMSE-GSVD-LPRE.

Suppose the output of the CMMSE-GSVD-LPRE is \( \hat{d}(n) \), and the power spectrum \( \hat{f}_d(w) \) is given by:

\[
\hat{f}_d(w) = |\mathcal{F}(\hat{d}(n))|^2
\]

(34)

where \( \mathcal{F}(\cdot) \) is the Fourier transform of \( \hat{d}(n) \).

There are several steps involved in calculating the AMT curve using \( \hat{f}_d(w) \) and we give a brief introduction of different calculation steps as follows (the detailed expression of these steps can be found in Johnston (1988) and Painter and Spanias (2000)):

- The power spectrum of the desired signal is partitioned into critical bands, and the energy in each critical band is summed up.
- The effects of masking across critical bands are calculated using the spreading function, which is taken from Schroeder et al. (1979).
- Subtract a relative threshold offset depending on the noise-like or tone-like nature of the spectrum structure. A relative threshold offset proposed in Sinha and Tewfik (1993) is used to simplify the calculation.
- Normalize the energy in each critical band, and include the absolute threshold information of hearing.

The obtained AMT is denoted as \( T(w) \) and is used to calculate the perceptually based singular value. The un-normalized auto-correlation matrix of the desired signal \( R_{dd} \in \mathbb{R}^{M \times M} \) is a Toeplitz matrix, which is given by

\[
R_{dd} = \begin{bmatrix}
\hat{f}_d(0) & \hat{f}_d(1) & \cdots & \hat{f}_d(M - 1) \\
\hat{f}_d(1) & \hat{f}_d(0) & \cdots & \hat{f}_d(M - 2) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{f}_d(M - 1) & \hat{f}_d(M - 2) & \cdots & \hat{f}_d(0)
\end{bmatrix}
\]

(35)

where \( \hat{f}_d(m), m = 0, 1, ..., M - 1 \), is the un-normalized correlation function of \( \hat{d}(n) \).

Suppose \( \eta_i \) and \( g_i \in \mathbb{R}^{M \times 1} \) are the ith eigenvalue and unit norm eigenvector of \( R_{dd} \), respectively. A well-known relationship between the eigenvalue and the power spectrum is given by Jabloun and Champagne (2002)

\[
\eta_i = \frac{1}{2\pi} \int_{-\pi}^{\pi} |\hat{f}_d(w)|^2 dw, \quad i = 1, 2, ..., M
\]

(36)

where \( |\hat{f}_d(w)| \) is the Fourier transform of \( f_d \). In the discrete domain, Eq. (36) can be computed by

\[
\eta_i = \frac{1}{N} \sum_{n=0}^{N-1} |\hat{f}_d(w_k)|^2, \quad i = 1, 2, ..., M
\]

(37)

where \( \hat{f}_d(w_k) \) and \( G(w_k) \) are the Discrete Fourier transforms (DFT) of \( \hat{f}_d(m) \) and \( g(m) \), respectively. \( g(m) \) is the mth element in \( g_i \).

\( w_k = 2\pi k/N, N \) is the length of DFT. In practice, \( N \) should be
larger than $M$.

While in the LP residual domain, the perceptually based eigenvalue is calculated by replacing $\hat{G}(w_k)$ with the AMT, i.e. $T(w_k)$ and replacing $G(w_k)$ with $Q_{1}^{LP}(w_k)$.

$$\eta_{\text{AMT}} = \sum_{i=1}^{M} T(w_k)Q_{i}^{LP}(w_k), \quad i = 1, 2, ..., M $$

(38)

where $Q_i^{LP}(w_k)$ is the DFT of $q_i^{LP}$, which is the $i$th column vector of $Q_i^{LP}$ and $T(w_k)$ is $T(w_k) = T(w_{k_{i_{\text{end}}}})$.

$\eta_{\text{AMT}}$ are perceptually based eigenvalues and can not be implemented in GSVD-based approach directly, and should be transformed into the generalized singular value domain. The relationship between the eigenvalue and the generalized singular value is given by:

$$\Pi = \Theta^{T} \Sigma \Theta $$

(39)

where $\Pi = \text{diag}[\lambda_1, \lambda_2, ..., \lambda_M]$ is the transformed generalized singular value, $\Theta = G_{0}^{T}Q^{T}$ is the transformation matrix, where $G = [G_1, G_2, ..., G_M]$ and $\Sigma = \text{diag} [\eta_{0}^{\text{AMT}}, \eta_1^{\text{AMT}}, ..., \eta_M^{\text{AMT}}]$.

So far, we have calculated the perceptually based singular value $\lambda_i$. Then, the estimated Hankel matrix of the desired signal in LP residual domain with perceptual constrain is given by:

$$\mathbf{H}_{d}^{\text{LP}} = \mathbf{U}_{d}^{\text{LP}} \mathbf{C}_{d}^{\text{LP}}Q_{1}^{L}$$

(40)

where $\mathbf{C}_{d}^{\text{LP}} = \text{diag}[c_{d_{1}}^{L}, c_{d_{2}}^{L}, ..., c_{d_{M}}^{L}]$ and the diagonal elements of $\mathbf{C}_{d}^{\text{LP}}$ are given by:

$$c_{d_{i}}^{L} = c_{d_{i}}^{LP} \min \left\{ \frac{\lambda_i}{\lambda_{\text{LP}}}, 1 \right\}, \quad i = 1, 2, ..., M $$

(41)

The physical meaning of Eq. (41) is straightforward. When $\lambda_i$ is larger than $\lambda_{\text{LP}}$, which means that the interference components are perceptible, and the singular value obtained by CMMSE-GSVD-LPRE will be attenuated. When $\lambda_i$ is smaller than $\lambda_{\text{LP}}$, which means the interference components are imperceptible, and the singular value obtained by CMMSE-GSVD-LPRE will not be changed. Fig. 1 plots the singular values of the speech signal, the interference signal, the CMMSE-GSVD-LPRE output signal and the PCMMSE-GSVD-LPRE output signal for voiced and noise-only speech frames corrupted by white Gaussian noise at 10 dB SNR, with $M = 40$. One can get that some larger singular values of CMMSE-GSVD-LPRE algorithm are preserved unchanged in Fig. 1(a), while the smaller singular values, which are mainly contributed by perceptual residual interference, are further suppressed using the proposed PCMMSE-GSVD-LPRE algorithm. In noise-only frame, Fig. 1(b) reveals that all the singular values can be further suppressed using the proposed PCMMSE-GSVD-LPRE algorithm.

### 3.3. Real time implementation of the proposed algorithm

In this part, the detailed steps of the proposed algorithm are presented as follows:

1. **Framing and fast Fourier transform (FFT):** The microphone signal $x(n)$ is segmented into frames with frame length $L_{f}$ and frame shift $L_{s}$. Calculating the FFT of the $i$th frame to obtain $X(w_k)$, where $w_k = 2\pi k/L_{f}$, $k = 0, 1, ..., L_{f} - 1$.

2. **Estimating the NPSD and LRSV:** The unbiased MMSE NPSD estimator proposed in Gerkmann and Hendriks (2012) is used to estimate the NPSD, $\hat{\sigma}_{n}^{2}$, and the simple and efficient method proposed in Wu and Wang (2006) is used to estimate the LRSV, $\hat{\sigma}_{l}^{2}$ in this paper.

3. **Estimating the interference signal in time domain:** The power spectral density of the interference $\hat{\sigma}_{l_{\text{in}}}^{2}(w_k, l)$ is obtained by using Zheng et al. (2014, 15). Which is a weighted sum of NPSD and LRSV, i.e. $\hat{\sigma}_{l_{\text{in}}}^{2}(w_k, l) = \xi \hat{\sigma}_{n}^{2}(w_k, l) + \beta \hat{\sigma}_{l}^{2}(w_k, l)$, where $\xi, \beta$ are the weighting factors.
coefficients, and the time domain signal of the interference \( \hat{I}(n) \) is calculated by using Zheng et al. (2014, (16)) with the overlap-add method frame by frame.

4. Linear prediction: The LP coefficients \( a_m, m = 0, 1, \ldots, P \), and the residual signal \( r(n) \) of the microphone signal are calculated by using the Levinson–Durbin algorithm Cybenko (1980). The residual signal \( \hat{I}(n) \) of the interference is obtained by using the LP process.

5. Constructing the Hankel matrix in LP residual domain: The Hankel matrices \( \mathbf{X}_d^{LP}, \mathbf{X}^{LP} \) with dimension \( L_w \times M \) of the \( l \)th frame signal \( r(n) \), \( \hat{I}(n) \) are constructed, where \( L_w \) and \( M \) satisfy: \( L_w + M = L_h + 1 \).

6. Generalized singular value decomposition: Applying the generalized singular value decomposition to obtain the decomposed matrix \( \mathbf{U}_{LP}, \mathbf{V}_{LP}, \mathbf{Q}_{LP}, \mathbf{C}_{LP} \) and \( \mathbf{B}_{LP} \).

7. Estimating the LP residual of the desired signal: The constrained MMSE GSVD-based optimal filter is obtained, and the estimated LP residual of the desired signal is calculated by using Eq. (33).

8. Calculating the power spectral of the desired signal: Using the first \( L_d \) elements in the first column vector of \( \mathbf{X}_d^{LP} \), and the LP coefficients of the \((l-1)\)th frame to synthesize the enhanced desired signal.

9. Calculating the AMT curve: The AMT curve \( T(w) \) is obtained by using the calculation steps described above.

10. Projecting the AMT curve into the generalized singular value in LP residual domain: By using Eqs. (38) and (39), the perceptually based singular value \( \Lambda(l) = 0, 1, \ldots, M - 1 \) are obtained.

11. Desired signal in LP residual domain: The estimated Hankel matrix of the desired signal LP residual domain with MMSE and perceptual constrains is obtained by using Eq. (40).

12. Synthesizing the enhanced signal: Using the first \( L_d \) elements in the first column vector of \( \mathbf{X}_d^{LP} \) in Eq. (40), and the LP coefficients of the \((l-1)\)th frame to synthesize the enhanced desired signal.

4. Simulation experiments

In this section, the proposed PCMMSE-GSVD-LPRE is compared with the SS algorithm proposed in Cohen (2003). The proposed algorithm is also compared with the single channel speech enhancement algorithm based on masking properties of human auditory system proposed in Virag (1999), which is referred as PSS. The GSVD-based approach and the perceptually constrained GSVD-based approach, which were proposed in Jensen et al. (1995) and Ju and Lee (2007), respectively, are selected as two subspace algorithms for comparison. These two subspace algorithms are referred as GSVD and PCGSVD, respectively. Our previous work (Zheng et al., 2014), the CMMS-GSVD-LPRE algorithm, is also compared with the proposed algorithm in this paper. In order to make a complete and fair comparison, we use the same NPSD and the same LPV estimators for all of these algorithms, and extend these algorithms to suppress the interference signals estimated in this paper.

4.1. Experimental setup

The source signals consist of 100 male speech sentences and 100 female speech sentences taken from the TIMIT speech corpus (Garofolo et al., 1988). These source signals are convoluted with the recorded RIRs, which are taken from the Aachen Impulse Response Database (Jueb et al., 2009). Three types of room are selected, including the meeting room, the office room and the lecture room. For the meeting room, the office room and the lecture room, the distances are 145 cm, 100 cm and 225 cm, respectively. Meanwhile, the reverberation times \( T_{60} \) of these three types of room are about 340, 656 and 878 ms, respectively. Different kinds of noise, including babble noise, factory noise and white Gaussian noise, are added to the reverberant environment.
Fig. 2. Waveforms and spectrograms of: (a) clean speech, (b) the reverberant and noisy speech, (c) speech enhanced by the SS algorithm, (d) speech enhanced by the PSS algorithm, (e) speech enhanced by the GSVD algorithm, (f) speech enhanced by the PCGSVD algorithm, (g) speech enhanced by the CMMSE-GSVD-LPRE algorithm, (h) speech enhanced by the proposed PCMMSE-GSVD-LPRE algorithm.
signals using the filtering and noise adding tool (FaNT) (Hirsch, 2005). The input SNR ranges from \(-5\) dB to \(15\) dB with a \(5\) dB step size, where the noise signals are taken from the NOISEX-92 database (Varga and Steeneken, 1993). To evaluate the performance of these algorithms in noise-only environments without reverberation, these three kinds of noise are added to the clean source signals directly, where this special scenario is referred as anechoic room here.

The frame shift \(L_f\) and the frame length \(L_s\) are set to 256 and 512, respectively, which correspond to the quasi-stationary period of speech under sample frequency \(f_s = 16\) kHz. \(M\) is set to 40, which can achieve a good balance between computational load and algorithm performance. \(P\) and \(\gamma\) are empirically chosen as 20 and 2.5, respectively. In reverberation rooms, both \(\xi\) and \(\beta\) are set to 1, while in anechoic room, \(\xi\) and \(\beta\) are set to 1 and 0, respectively. Typical values of the respective parameters for the proposed algorithm are summarized in Table 1.

### 4.2. Segmental SNR results

Segmental SNR is considered as a reasonable objective measure for speech enhancement, which is given by

\[
\text{SegSNR} = \frac{1}{N_t} \sum_{t=0}^{N_t-1} \log_{10} \left( \frac{\sum_{\ell=L_s}^{n=L_s+L_f-1} s^2(n)}{\sum_{\ell=L_f}^{n=L_f+L_s-1} (\hat{s}(n) - s(n))^2} \right)
\]

(42)

where \(N_t\) is the total number of the frames, and \(\hat{s}(n)\) is the enhanced signal. Frames with SNRs above \(35\) dB do not reflect large perceptual differences and generally can be replaced with \(35\) dB in above equation.

Likewise, during periods of silence, SNR values can become very negative since signal energies are small. These frames are set to a lower threshold, i.e. \(-10\) dB, instead (Quackenbush et al., 1988).

Segmental SNR results of the reverberant and noisy signals and that of the six algorithms are presented in Table 2, where the reverberant and noisy signals are denoted as R+N and the noisy signals without reverberation are denoted as ‘N’ for abbreviation, respectively. The CMMSE-GSVD-LPRE algorithm and the PCMMSE-GSVD-LPRE algorithm proposed in this paper are denoted as ‘CMMSE’ and ‘PCMMSE’ for compact when no confusion arises, respectively. The segmental SNR improvement of the proposed algorithm is referred as \(\Delta\text{PCMMSE}\).

The segmental SNR results in Table 2 are the averaged values of all the 200 speech sentences. The proposed PCMMSE-GSVD-LPRE algorithm achieves the highest values of the segmental SNR over all competitive algorithms for white Gaussian noise in anechoic room. While for the babble noise and the factory noise, it has the best performance under low SNR conditions, i.e. SNR \(< 5\) dB. For the reverberant and noisy signals, the proposed PCMMSE-GSVD-LPRE algorithm achieves the highest output segmental SNR values under all kinds of noise types and input SNR values evaluated in this paper. One can also get that the segmental SNR improvement of the proposed algorithm varies from both noise types and SNR values, where the largest segmental SNR improvement can be achieved for white Gaussian noise and the smallest segmental SNR improvement for babble.

### 4.3. Perceptual evaluation of speech quality (PESQ)

In this section, we use the PESQ recommended by ITU-T for speech quality assessment (ITU-2000, 2000) to compare the proposed algorithm with the five competing algorithms.

Table 3 gives the averaged PESQ scores over all the 200 speech sentences. It can be seen that the proposed PCMMSE-GSVD-LPRE algorithm achieves the best PESQ scores in anechoic room in all cases. While for the reverberant and noisy signals, the proposed algorithm still has the best PESQ scores in low input SNR conditions. In high input SNR conditions, the PCGSVD algorithm and the CMMSE-GSVD-LPRE algorithm have slightly higher PESQ scores, while the PESQ scores of the proposed algorithm are comparable with the best PESQ scores. Meanwhile, the PESQ scores of the proposed algorithm are higher than that of the CMMSE-GSVD-LPRE algorithm in most cases except in the meeting room with high input SNR, i.e. SNR \(\geq 15\) dB. The same as the segmental SNR improvement, the PESQ score improvement of the proposed algorithm are also highly correlated with noise types and input SNR values. For example, the PESQ scores of the proposed algorithm have the highest values for white Gaussian noise and the smallest values for babble.

### 4.4. SRMR results

In this section, we use the speech-to-reverberation modulation energy ratio (SRMR) (Falk et al., 2010) for speech quality and intelligibility assessment as a non-intrusive metric. This metric was used as one of the objective metrics in the REVERB Challenge (Kinoshita et al.,...
Fig. 4. Spectrograms of: (a) the recorded speech, (b) speech enhanced by the SS algorithm, (c) speech enhanced by the PSS algorithm, (d) speech enhanced by the GSVD algorithm, (e) speech enhanced by the PGGSVD algorithm, (f) speech enhanced by the CMMSE-GSVD-LPFE algorithm, (g) speech enhanced by the proposed PCMMSE-GSVD-LPFE algorithm.
2013). Here, the updated version, i.e., SRMRnorm (Santos et al., 2014), is chosen to evaluate the proposed algorithm.

Table 4 gives the results of the averaged SRMRnorm scores over all the 200 speech sentences. It can be seen from Table 4 that the proposed PCMMSE-GSVD-LPRE algorithm is superior to all the other five competing algorithms under all kinds of testing conditions. One can also get that the SRMRnorm improvement of the proposed algorithm is higher in low SNR conditions than that in high SNR conditions.

4.5. Spectrogram comparison and MUSHRA listening test

Fig. 2 shows waveform and spectrogram of clean speech, reverberant and noisy speech, and speech enhanced by the six algorithms evaluated in this paper. The reverberant and noisy speech is generated by convoluting the clean speech with the RIR measured in the meeting room at distance 145 cm, and the white Gaussian noise is added to the reverberant speech with the input SNR value at 10 dB.

We can clearly see the improvement of the proposed algorithm over SS, GSVD and PCGSVD algorithm, which has lots of unwanted interferences in speech spectrograms. Although PSS algorithm and CMMSE-GSVD-LPRE algorithm achieve better performance than SS, GSVD, PCGSVD algorithm, PCMMSE-GSVD-LPRE has less ‘musical noise’ than PSS and CMMSE-GSVD-LPRE, especially at the speech onsets.

To test the speech quality, MUSHRA (MUlti Stimulus test with Hidden Reference and Anchor) (Vincent, 2005) listening tests are conducted here. MUSHRA listening tests allow the comparison of high quality reference speech signals with several lower quality test speech signals. Here, we use the clean speech signals as the high quality reference ones, the reverberant and noisy signals and processed signals as the lower quality test speech signals. Listeners are asked to compare the high quality reference speech signals to several test speech signals sorted in random order, including the reference signal. Each subject is asked to assess the quality of each test sound (relative to the reference and other test sounds) by grading it on a quality scale between 0 and 100. Fig. 3 shows the averaged MUSHRA listening tests scores of ten listeners, where the proposed algorithm achieves the best listening performance.

5. Realistic experiments

In this section, we evaluate our algorithm in a realistic reverberant and noisy environment. Because the synchronized clean reference speech signal can not be acquired easily, we choose the non-intrusive metric, i.e. SRMRnorm and the spectrogram to measure these algorithms.

5.1. Experimental setup

The source signal is the same as the speech used in the simulation experiments in Section 4 and was played back by a HIFI-H4 active speaker. A 1/2” microphone was used to record the speech in different rooms. Three kinds of rooms were tested, including a meeting room, a lecture room, and a small reverberation room. The volume and the reverberation time of each room can be found in Table 5. The position of the speaker was fixed throughout the recording, while the position of the microphone was moved such that the distances between the microphone and the speaker were 0.5 m, 1.0 m, 2.0 m and 4.0 m. A high-pass filter was applied to the recordings before the dereverberation and denoising process to suppress the unwanted interference of alternating current (AC), where the cutoff frequency of the high-pass filter is 100 Hz.

5.2. SRMR results

Table 6 presents the results of the averaged SRMRnorm measurement for all the 200 recorded speech sentences and the corresponding enhanced speech sentences processed by the six algorithms evaluated in this paper. ‘R+N’ denotes the recorded reverberant and noisy speech. ‘CMMSE’ and ‘PCMMSE’ are shortening for the CMMSE-GSVD-LPRE algorithm and the proposed ‘PCMMSE-GSVD-LPRE’ algorithm.

It can be seen that the proposed PCMMSE-GSVD-LPRE algorithm has the largest SRMRnorm values among the six algorithms in all kinds of rooms and distances.

5.3. Spectrogram comparison and MUSHRA listening test

Fig. 4 shows the spectrogram of the recorded speech, speech enhanced by the SS algorithm, the PSS algorithm, the GSVD, the PCGSVD, the CMMSE-GSVD-LPRE algorithm and the proposed PCMMSE-GSVD-LPRE algorithm, respectively. It can be seen that the proposed PCMMSE-GSVD-LPRE algorithm has a better dereverberation result, and the speech pauses are more distinct comparing to the speech processed by the competing algorithms. Meanwhile, the residual interferences of the proposed PCMMSE-GSVD-LPRE algorithm are suppressed more efficiently. The MUSHRA listening tests are also conducted for these speech signals recorded in realistic environments, where the playback signals are used as the high quality reference speech signals, the recorded signals and processed signals are used as the lower quality test sounds. Fig. 5 presents the MUSHRA listening scores averaged by ten listeners. One can find that the proposed algorithm also has the best speech quality in realistic environments.

6. Conclusion

In this paper, we have extended our previous work to suppress both noise and late reverberation in the LP residual domain, and introduced a perceptually constrained optimal filter, which can make the residual interference un-perceivable. To calculate the perception based upper bound for the residual noise and reverberation, we reformulated the frequency to generalized singular value transformation equation in the LP residual domain. Both objective measurements and subjective measurements are evaluated in simulation and realistic experiments to show the effectiveness of the proposed algorithm under different input SNR and reverberation time conditions. By introducing the auditory masking properties into the GSVD-based approach, the residual interference is constrained to a level which is imperceivable, which can significantly improve the quality of the processed speech in terms of segSNR, PESQ, and SRMR metrics. MUSHRA listening tests conducted for both simulated and realistic experiments also show the better speech quality of the proposed algorithm.
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