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Impulsive noise is often encountered in the practical active noise control (ANC) applica-
tions. Traditional ANC algorithms fail to control such noise. Derived by minimizing the ℓ1
norm of an estimated a posteriori error vector, a new filtered-x affine projection sign
algorithm (NFxAPSA) is proposed to efficiently and effectively suppress impulsive noise.
Two typical extensions, such as variable step-size design and hybrid implementation, are
further adapted to strengthen the effectiveness of the new structure. Simulation results
verify the superior performance of the proposed algorithm in active control of impulsive
noise with both synthesized and real-world data.

& 2015 Elsevier B.V. All rights reserved.
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1. Introduction

Based on the principle of destructive interference of
propagating acoustic waves, ANC has wide applications in
the cancelation of low frequency noise [1]. However, when
dealing with impulsive noise, the classic ANC algorithm,
such as, filtered-x least mean square (FxLMS), converges
slowly or even diverges [2–9]. Many practical acoustical
signals are impulsive-like, such as noise generated by
stamping machines in industrial manufacturing plants, or
by life-saving equipments in hospitals [10], which can be
more accurately modeled by alpha stable distribution than
Gaussian one [11]. The characteristic function of the
standard symmetric alpha stable ðSαSÞ distribution is
ϕðtÞ ¼ expð�jtjαÞ where the shape parameter α ð0oαo2Þ
is called the characteristic exponent [12]. A smaller α

indicates the heavier tail of the density function. As is well
known that, for the non-Gaussian stable distribution
ðαo2Þ, the second-order moment is infinite. Therefore,
algorithms based on the second order moment, such as
FxLMS, are severely degraded by impulsive inputs.
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), http://dx.doi.org/10.
The state-of-the-art active impulsive noise control
(AINC) algorithms can be classified into four types:
(i) minimization of lower order moment of error signal,
either fractional lower order moment (FLOM) [2,4–6] or
logarithm moment [7]; (ii) modification of abnormal input
samples and/or error signal to update weight [3,4];
(iii) modified normalization of the gradient of the weight
update using both the energy of input vector and error
signal [5,6,8]; (iv) minimization of an M-estimate of error
signal [8]. These methods either need a priori knowledge
of α or are sensitive to threshold parameters. Furthermore,
with the increase of heaviness of impulsive noise, all of
these methods degrade severely, especially when αr1.

The ℓ1 norm has been known as a robust alternative to
the ℓ2 norm when used as a cost function [13,14]. Derived
by minimizing ℓ1 norm of the a posteriori error vector, the
affine projection sign algorithm (APSA) is robust against
impulsive interferences [15]. Modified filtered-x structure
of APSA (MFxAPSA) has been shown to cancel impulsive
noise sources effectively [16–18]. Though efficient imple-
mentations via techniques from [19–22] can remarkably
reduce computational cost of MFxAPSA, the number of
multiplications of computing error vector is still too high
when compared to FxLMS. By utilizing the small step-size
assumptions of regular ANC algorithms, we propose a new
91
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structure of FxAPSA (NFxAPSA), which is as efficient as
conventional structure [23], however, has much better
performance than it. Variable step-size (VSS) design and
hybrid implementation are further extended to illustrate
the effectiveness of NFxAPSA.

In Section 2 we list the original MFxAPSA. The proposed
NFxAPSA is derived in Section 3, next to which the VSS and
hybrid extensions are also described. In the subsequent
section, the complexity is analyzed. Simulation results are
presented in Section 6. Finally, in the last section, we come
to our conclusions.
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2. The MFxAPSA

In the ANC applications, the desired signal d(n) is
unaccessible directly, but can be estimated as d̂ðnÞ by
adding the estimated canceling signal ŷf ðnÞ to the error
signal e(n). Then, by minimizing the ℓ1 norm of the
estimated a posteriori error vector êpðnÞ ¼ d̂ðnÞ�
XT
f ðnÞwðnþ1Þ, we get an optimization model for the

MFxAPSA as

min
wðnþ1Þ

J êpðnÞJ1
s:t: Jwðnþ1Þ�wðnÞJ22rμ2: ð1Þ

Solving the model [15], we get the weight update equation
of the MFxAPSA

wðnþ1Þ ¼wðnÞþμxeðnÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JxeðnÞJ22þϵ

q
; ð2Þ

where xeðnÞ ¼Xf ðnÞsgnðêaðnÞÞ, êaðnÞ ¼ d̂ðnÞ�XT
f ðnÞwðnÞ,

xf ðnÞ ¼ ŝTxM̂ ðnÞ, and yðnÞ ¼ xT ðnÞwðnÞ. The related quan-
tities are defined as Xf ðnÞ ¼ ½xf ðnÞ; xf ðn�1Þ;…; xf ðn�P
þ1Þ�, xf ðnÞ ¼ ½xf ðnÞ; xf ðn�1Þ;…; xf ðn�Lþ1Þ�T , xM̂ ðnÞ ¼ ½xðnÞ;
xðn�1Þ;…; xðn�M̂þ1Þ�T ,
xðnÞ ¼ ½xðnÞ; xðn�1Þ;…; xðn�Lþ1Þ�T ,
d̂ðnÞ ¼ ½d̂ðnÞ; d̂ðn�1Þ;…; d̂ðn�Pþ1Þ�T ,
yMðnÞ ¼ ½yðnÞ; yðn�1Þ;…; yðn�Mþ1Þ�T ,
yM̂ ðnÞ ¼ ½yðnÞ; yðn�1Þ;…; yðn�M̂þ1Þ�T ,
d̂ðnÞ ¼ eðnÞþ ŝTyM̂ ðnÞ, where, eðnÞ ¼ dðnÞ�sTyMðnÞ is the
error signal in the error sensor, êaðnÞ is the estimated a
priori error vector, s and ŝ are the true and estimated
secondary paths, L; P;M; M̂ are the filter, projection, true
and estimated secondary path length, respectively, μ; ϵ are
step-size and regularization parameters, T represents
transposition operation, sgnð�Þ is a sign function.
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3. The proposed NFxAPSA

The direct computation of êaðnÞ requires PL multi-
plications, which may limit the projection order to be
small for realtime applications. Motivated by Ni's exact
efficient implementation of the APSA [19], we recursively
compute êaðnÞ via utilizing the shift structure of inputs.
Rewrite the weight update equation of the MFxAPSA as

wðnþ1Þ ¼wðnÞþμðnÞXf ðnÞsgnðêaðnÞÞ; ð3Þ
where

μðnÞ ¼ μ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sgnðêT

a ðnÞÞrfseðnÞþϵ
q

; ð4Þ
Please cite this article as: L. Xiao, et al., A new efficient filtere
impulsive noise, Signal Processing (2015), http://dx.doi.org/10.
rfseðnÞ ¼ Rf ðnÞsgnðêaðnÞÞ; ð5Þ

Rf ðnÞ ¼
rf ðnÞ
� �

0 rTf ðnÞ
h i

1:P�1

rf ðnÞ
� �

1:P�1 Rf ðn�1Þ� �
0:P�2;0:P�2

2
4

3
5; ð6Þ

½rf ðnÞ�p ¼ ½rf ðn�1Þ�pþxf ðnÞxf ðn�pÞ�xf ðn�LÞxf ðn�p�LÞ:
ð7Þ

Define Rf ðnÞ ¼XT
f ðnÞXf ðnÞ and ½rf ðnÞ�p ¼ xT

f ðnÞxf ðn�pÞ;
p¼ 0;1;…; P�1. The update of Rf ðnÞ only takes 2P multi-
plications, thus the weight update needs Lþ1 multi-
plications. Replace wðnÞ with wðn�1Þ for computing êaðnÞ,
we get

êaðnÞ ¼ ½êðnÞê T
pðn�1Þ�T ; ð8Þ

where ê pðn�1Þ represents the first P�1 elements of
êpðn�1Þ, êðnÞ ¼ d̂ðnÞ�xT

f ðnÞwðnÞ and
êpðn�1Þ ¼ êaðn�1Þ�μðn�1Þrfseðn�1Þ: ð9Þ
Eqs. (3)–(9) constitute the primary framework of the effi-
cient implementation of the MFxAPSA. Compared with the
direct implementation of MFxAPSA (MFxAPSA-D) in Sec-
tion 2, the efficient one can remarkably reduce multi-
plications. In the efficient implementation, we can either
compute êðnÞ as

êðnÞ ¼ eðnÞþ ŝTyM̂ ðnÞ�xT
f ðnÞwðnÞ: ð10Þ

or using method from [21], which is more efficient when L
is much larger than M̂ , we omitted the details for save of
space. We call these two exact efficient implementations
as MFxAPSA-EEI and MFxAPSA-EEII.

Despite of the exact efficient implementations, the num-
ber of multiplications is still large compared with FxLMS.
Meanwhile, we are aware of that, due to the delay of sec-
ondary path in the context of ANC, we always assume that
the weight changes little in the intervals of the secondary
path length, which is a reasonable assumption for sufficiently
small step-size [1,23–25]. Thus it is possible to utilize this
regular assumption to further reduce the complexity of
MFxAPSA-EEI. To make this clear, we expand the expression
in Eq. (10) as

êðnÞ ¼ eðnÞþ ŝTzðnÞ; ð11Þ
where

zðnÞ ¼

0
xT ðn�1Þðwðn�1Þ�wðnÞÞ

⋮
xT ðn�M̂þ1Þðwðn�M̂þ1Þ�wðnÞÞ

2
66664

3
77775: ð12Þ

Under the slow variation assumption of weight, i.e.,
wðn� iÞ �wðnÞ, for i¼ 1;…; M̂�1, we see that êðnÞ � eðnÞ.
In this case, the computation of êðnÞ is totally avoided.
Therefore, substituting êðnÞ with e(n) in (8), together with
(9), we derived our proposed new FxAPSA (NFxAPSA),
which is listed in Algorithm 1. Note that if we further
approximate (9) via utilizing the small step-size assump-
tion as implementations of CFxAPA [23,26,27], we can get
conventional FxAPSA (CFxAPSA) simply via êðnÞ ¼ eðnÞ and
êpðn�1Þ ¼ êaðn�1Þ in Eq. (8).
d-x affine projection sign algorithm for active control of
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Algorithm 1. The NFxAPSA.
Tabl
Com

Al

MF

MF

MF

NF

CF

Pl
im
e 1
plexity results.

gs. Multiplies

xAPSA-D ðPþ3ÞLþ2M̂
xAPSA-EEI 3Lþ2M̂þ3P
xAPSA-EEII 2Lþ5M̂þ5P
xAPSA 2LþM̂þ3P
xAPSA 2LþM̂þ2P

ease cite this article as: L. Xiao, et al., A new ef
pulsive noise, Signal Processing (2015), http://d
Equation
 �
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1
 yðnÞ ¼ xT ðnÞwðnÞ
 L
2
 xf ðnÞ ¼ ŝTxMðnÞ" # " #
 M̂
67
3

êaðnÞ ¼

eðnÞ
ê aðn�1Þ �μðn�1Þ

0
r fseðn�1Þ
P�1
69
4
 Computing Rf ðnÞ via Eqs. (6) and (7)
 2P

5
 rfseðnÞ ¼ Rf ðnÞsgnðêaðnÞÞ
 0
71
6
 μ nð Þ ¼ μffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sgnðêT

a ðnÞÞrfseðnÞþϵ
q
 1
73
7
 wðnþ1Þ ¼wðnÞþμðnÞXf ðnÞsgnðêaðnÞÞ
 L
Number of multiplications: 2LþM̂þ3P (square of root: 1)
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We emphasize the difference between the proposed
NFxAPSA with MFxAPSA and CFxAPSA. Instead of com-
puting êðnÞ with (10) as MFxAPSA, NFxAPSA approximate
it with error signal e(n) according to the small step-size
assumption. And NFxAPSA does not approximate the
whole error vector êaðnÞ with both current and path error
signals as CFxAPSA under this assumption, but rather
computes the rest components in êaðnÞ recursively as in
(9). In this way, we are expected approximating the per-
formance of MFxAPSA more accurately in a large range of
step-size values than CFxAPSA with similar complexity as
CFxAPSA.
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4. Extensions of the NFxAPSA

Two typical extensions of adaptive filtering algorithms
are considered here to strengthen the effectiveness of the
proposed new algorithm.

4.1. Variable step-size NFxAPSA

Variable step-size (VSS) design is an efficient technique
to alleviate the conflict between fast convergence speed
and low steady state misalignment of fixed case. In this
part we further adapt the method in [28,18] to NFxAPSA to
verify the new algorithm in the VSS case. The optimal step-
size is to maximize JðμÞ ¼ EJ ~wðnÞJ22�EJ ~wðnþ1ÞJ22, where
~wðnÞ ¼wðnÞ�wo and wo is the optimal weight. With
straightforward operations, we can get an approximate
optimal step-size as

γ nð Þ ¼ λγ n�1ð Þþ 1�λð Þmin
J êaðn�1ÞJ1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

βðn�1Þ
p ; γ n�1ð Þ

 !
; ð13Þ
Additions

ð2Pþ2ÞLþ2

ðPþ2ÞLþ2M̂

ðPþ1ÞLþðP
ðPþ1ÞLþM̂

ðPþ1ÞLþM̂

ficient filtere
x.doi.org/10.
βðnÞ ¼ sgnðêT
a ðnÞÞrfseðnÞþϵ: ð14Þ

Replacing μðnÞ in Eqs. (3) and (4) with ~μðnÞ ¼ γðnÞ=
ffiffiffiffiffiffiffiffiffi
βðnÞ

p
,

together with the rest of NFxASPA in Algorithm 2, we get
our efficient implementation of VSS-NFxAPSA. Similarly,
we can also derive VSS-CFxAPSA.

4.2. Hybrid NFxAPSA

Partial update of the weight coefficients is an effective
method to reduce computational complexity [29]. Instead
updating coefficients partially, we update the error vector
selectively. One simple strategy is

êðnÞ ¼
eðnÞ If n modulo 2¼ 0;
eðnÞþ ŝTyM̂ ðnÞ�xT

f ðnÞwðnÞ Otherwise:

(
ð15Þ

Substitute the above equation into (8), we can get a hybrid
version of NFxAPSA (HNFxAPSA), since the update of êðnÞ
is a hybrid of the method used in NFxAPSA and MFxAPSA.
Similarly, we can also derive hybrid CFxAPSA (HCFxAPSA).
5. Complexity analysis

The computational complexity is measured by the
number of multiplications and additions. The space com-
plexity is also included in the analysis. The complexity
results are summarized in Table 1 and plotted in Fig. 1
versus P with L¼ 192; M̂ ¼ 128. From the table and figure,
NFxAPSA needs as small number of multiplications 2LþM̂
as that of FxLMS, which is much smaller than the direct
MFxAPSA for large projection order, without obviously
sacrifice additions and space complexity.
6. Simulation results

The i.i.d. impulsive noise sequences are generated
according to SαS distribution. We use the primary and
secondary path data measured in [1]. The paths are
modeled as finite impulsive response (FIR) with primary
path length as 256, L¼192 and M̂ ¼M¼ 128, same set-
tings as those used in [6]. The averaged noise reduction
(ANR) is used as the performance evaluation criterion,
with ANRðdBÞ ¼ 20log10ðAeðnÞ=AdðnÞÞ, where AeðnÞ ¼ λAeðnÞ
þð1�λÞjeðnÞj and AdðnÞ ¼ λAdðnÞþð1�λÞjdðnÞj, 0:9r λr1.

The first experiment is to compare the average ANR
learning curves of the proposed algorithms with the state-of-
the-art AINC algorithms, such as, FxSunLMS [3], FxlogLMS [7],
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Space complexity

M̂ ðPþ3ÞLþ2M̂þmaxðL; M̂ Þþ2P

þP2þ3P ðPþ2ÞLþ2M̂þmaxðL; M̂ Þþ2P2þ6P

þ4ÞM̂þP2þ4P ðPþ3ÞLþð2Pþ6ÞM̂þ2P2þ6P

þP2þ3P ðPþ2ÞLþM̂þmaxðL; M̂ Þþ2P2þ6P

þP2þ2P ðPþ2ÞLþM̂þmaxðL; M̂ Þþ2P2þ4P
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Fig. 1. Complexity results, where L¼ 192, M̂ ¼ 128: (a) multiplications,
(b) additions and (c) space complexity.
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Fig. 2. The first experiment: ANR learning curves of the AINC algorithms
to cancel impulsive noise according to SαS distribution. For all the ver-
sions of the MFxAPSA, μ¼ 5e�4 , P ¼ 64: (a) α¼ 0:6 and (b) α¼ 1:2.
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Fig. 3. The second experiment: performance of NFxAPSA versus
MFxAPSA and CFxAPSA with VSS design, where inaccurate secondary
path is used with SNR¼ 5 dB. α¼ 1:2, P ¼ 8 for fixed step-size case and
P ¼ 4 for the VSS case. All curves are averaged over 100 independent runs.
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FwFxNLMS [9],FxGMNLMP [6] and FxMNLMM [8]. Results of
the FxLMS, MFxAPSA [18] and CFxAPSA are also compared.
Parameters of the related algorithms are adjusted to converge
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Fig. 4. The third experiment: effects of projection order on steady-state
ANR performance of the MFxAPSA and its variants for canceling impul-
sive noises modeled as i.i.d. SαS distributions, where (a) α¼ 0:6,
(b) α¼ 1:2, (c) α¼ 2:0. All values are averaged over 10 independent runs.
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stably as fast as possible. Results in Fig. 2 show that NFxAPSA
converges as fast as MFxAPSA, which outperforms all other
AINC algorithms in both α¼ 0:6 and α¼ 1:2 cases.
Please cite this article as: L. Xiao, et al., A new efficient filtere
impulsive noise, Signal Processing (2015), http://dx.doi.org/10.
The second experiment to demonstrate the super-
iorness of the new implementation is to consider the VSS
case. The result is shown in Fig. 3, where α¼ 1:2 and the
noisy estimated secondary path is used with SNR¼ 5 dB.
With the reduced complexity, VSS-NFxAPSA is shown to
have nearly the same convergence performance as VSS-
MFxAPSA and to outperform VSS-CFxAPSA and others
with fixed step-size design.

The third experiment is to study the influence of projec-
tion order P to the steady ANR performance of the NFxAPSA
with different step-size and heaviness of impulsive noise.
Results are shown in Fig. 4, where results of HNFxAPSA and
HCFxAPSA are also incorporated. Interestingly, increasing the
projection order P, the steady state ANR value of NFxAPSA is
increasing firstly, until to some first critical point P1,
decreasing down to that of MFxAPSA after the second critical
point P2. Note that large projection order such as P ¼ 512
used here is to study the large projection order behavior of
NFxAPSA. The HNFxAPSA has similar phenomenon, however,
with some smaller first critical point, such as P1 ¼ 4 in all the
sub-figures, where P1 ¼ 16 for NFxAPSA. Note that though
NFxAPSA and HNFxAPSA are a little worse than MFxAPSA,
yet they are more superior than both CFxASPA and
HCFxAPSA, and the superiorness is more remarkable for
larger projection order when PZP1. Theoretical study of
such behavior of NFxAPSA is a future work.

The last experiment is to test the performance of the
NFxAPSA with the real-world impulsive noise sources,
such as pile driving noise [7,9]. Both the residual
waveform and the corresponding ANR curve of the
NFxAPSA are plotted in the same figure in Fig. 5, where
the results of FwFxNLMS and CFxAPSA are also included.
From the residual waveforms, the NFxAPSA is shown to
effectively cancel impulsive noise. In the steady state,
NFxAPSA can reduce additional 3 dB over CFxAPSA and
FwFxNLMS.
d-x affine projection sign algorithm for active control of
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7. Conclusion

The classical FxLMS algorithm converges slowly when
noise sources for ANC exhibit non-Gaussian impulsive beha-
viors. Via utilizing shift-structure of inputs and accurate
approximating of error vector, the proposed NFxAPSA has as
good performance as MFxAPSA with much reduced compu-
tational cost. The excellent AINC performance of both the
standard NFxAPSA and extended ones are confirmed via
simulation results with synthesized and real-world data.
Theory aspect to understand the statistical behavior of
NFxAPSA and applicability of the new structure to other kind
of affine projection algorithms when adapted to ANC appli-
cations are two interesting issues for future works.
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