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Traditional methods often only use monaural masking models to decorrelate input signals for stereo
acoustic echo cancellation. Whereas, it seems more reasonable to use binaural masking models for the
following two reasons. First, stereo signals are heard by two ears rather than just one. Second, psychoa-
coustic researchers have already shown that there are obvious masking level differences between binau-
ral masking models and monaural masking models. By studying binaural masking level difference
models, we first introduce a simplified binaural masking model for stereo acoustic echo cancellation.
Considering that the interaural time difference is dominant at low frequencies (61.5 kHz) and the inter-
aural level difference is a major cue at higher frequencies, we propose to use different signal decorrela-
tion schemes at these two frequency bands. In the low-frequency band, a pitch-driven sinusoidal
injection scheme is proposed to maintain the interaural time difference, where the amount of injection
is determined by the proposed binaural masking model. In the high-frequency band, a modified sinu-
soidal phase modulation scheme is applied to make a trade-off between preserving the interaural level
difference and decorrelating the stereophonic input signals. Assessment results show that the proposed
method can effectively improve the non-unique problem and retain good speech quality.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

In stereo acoustic echo cancellation (SAEC) (see Fig. 1), the
stereo signals, x1ðnÞ and x2ðnÞ, are usually highly correlated such
that the adaptive filters have non-unique solutions [1]. As a result,
the filter misalignment may be large even when the acoustic echo
is well cancelled. In this case, the echo cancellation degrades
rapidly when the transfer functions between the loudspeakers
and the microphones change.

To settle the non-unique problem in SAEC, lots of decorrelation
algorithms have already been proposed. They can be roughly clas-
sified into three categories. The first one was to add uncorrelated
signals to each channel, such as the independent noise injection/
modulation methods, and the nonlinear technique (see [1–5] and
references therein). The second one was to remove some signal
components from one of the two stereophonic channels, where
these methods are often based on some psychoacoustic effects,
such as the missing fundamental phenomenon [6] and the spectral
dominant effect [7]. The last one was to modulate the stereo signal
itself, such as the all-pass filtering solution [8], the time reversal
skill [9] and the sinusoidal phase modulation (SPM) technique
[10]. Note that, compared with the first two categories of algo-
rithms, the modulation methods do not alter the power spectral
densities of the stereo signals. In order to achieve better perfor-
mance, some researchers combined different algorithms together
[11,12].

It is well-known that all of these existing decorrelation algo-
rithms may cause some spectral and/or phase distortion, which
can degrade speech quality dramatically. In practical applications,
it is important to find some guidelines to make a good trade-off
between speech quality and interchannel decorrelation. The most
popular way is to control the amount of distortion according to
some psychoacoustic models [13,14], where the main idea is to
ensure that the additional distortion is inaudible. To the best of
our knowledge, only the monaural masking models (Mo-MM) were
applied in previous studies [13,14]. Unfortunately, these Mo-MM
motivated approaches conflict with the SAEC system. Because the
stereo signals are heard by two ears rather than just one, it seems
more reasonable to use binaural masking models (Bi-MM) for the
SAEC system. Note that the binaural cues has already been success-
fully applied to some fields, such as binaural noise reduction [15],
speech recognition [16], and speech dereverberation [17].
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Fig. 1. Schematic diagram of an SAEC system, considering one of the two
microphone channels in the stereo system.

(a) (b)

Fig. 2. Illustration of hearing situations, where the Bi-MM and the Mo-MM are
separately used in (a) and (b). The masker and the masked sources are located in
different directions in (a), while they are in the same direction in (b).
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Due to the contribution of spatial cues, it is more difficult to
mask a sound in binaural hearing systems than in monaural hear-
ing systems. In other words, the masking threshold of the Bi-MM is
generally much lower than that of the Mo-MM, where the thresh-
old difference is called binaural masking level difference (BMLD).
In this paper, we first discuss the difference between the Mo-MM
and the Bi-MM to show the importance of exploiting the Bi-MM
in SAEC. Then a Bi-MM applicable to SAEC is built on the basis of
the study of BMLD. After that, we propose a pitch-driven sinusoidal
injection (PDSI) technique, where the amount of injection is deter-
mined by the Bi-MM. As we all know, the stereophonic perception
depends more on interaural time difference (ITD) at frequencies
below 1.5 kHz and more on interaural level difference (ILD) at
higher frequencies [13]. Thus it is better to use various decorrela-
tion techniques in different frequency bands. The proposed
Bi-MM-based PDSI is applied to the low-frequency band to better
preserve the ITD. On the other hand, an SPM [10] is applied to
the high-frequency band, so as to make a promising trade-off
between maintaining the ILD and decorrelating the stereo signals.
Simulation results verify the better performance of the proposed
algorithm.
2. Comparative studies of the binaural masking model and the
monaural masking model

2.1. Relationship between the Bi-MM and the Mo-MM

As illustrated in Fig. 2, the Bi-MM and the Mo-MM differ from
each other in the following way: we can use the Mo-MM only
when the masker source and the masked source are located in
the same direction with reference to the listener; otherwise the
Bi-MM should be used. For the Mo-MM, because the masker and
the masked sources are of the same interaural relationship, the lis-
tener can distinguish the two sources by means of only monaural
cues [18], e.g., magnitude. For the Bi-MM, however, the two
sources are interaurally different, thus not only monaural cues
but also spatial cues, such as ITD and ILD [19], can contribute to
the unmasking of the masked signal [20].

With the help of the spatial cues, it is more difficult to mask a
source in binaural hearing than in monaural hearing [21]. That is
to say, the masking threshold of the Bi-MM is generally lower than
that of the Mo-MM. Let SMRbi and SMRmo denote the masking
threshold of the Bi-MM and that of the Mo-MM, respectively. We
have

SMRbiðkÞ ¼ SMRmoðkÞ � BMLDðkÞ; ð1Þ

where k is the frequency index. BMLD could be quite large. For
example, it reaches as large as 9 dB when the masker source and
the masked source are separately located at 0� and 60� [22].
Moreover, BMLD could become larger when the masker source
moves further away from the masked source [22].

In [13,14], two independent noises are injected for the stereo-
phonic channel decorrelation. In such a case, we should use the
Bi-MM instead of the Mo-MM for the following reason. The high
correlation between the stereophonic channels leads to the fact
that the masker source (the original stereo signal) and the masked
source (the injected noise) are positioned in different directions.
However, the traditional methods often use the Mo-MM, which
may cause some audible distortion for the SAEC system due to that
the BMLD could be quite high. To solve this problem, we propose to
consider the Bi-MM for decorrelation.

2.2. A Simplified Bi-MM for SAEC

To be applicable to SAEC situations, a Bi-MM is needed. Unfor-
tunately, until now, there are not any exact and closed-form
expressions of the Bi-MM for SAEC. In this paper, efforts are made
to establish a closed-form Bi-MM considering the SAEC system in
Fig. 3. The listener sits at the sweet spot which together with the
two loudspeakers make up an equiangular triangle [23], i.e. the
directions of the loudspeakers are h1 ¼ �h2 ¼ �30�;HcðkÞ;HsðkÞ
and HoðkÞ represent the transfer functions from a certain loud-
speaker to the head center, the ear in the same side and the ear
in the opposite side, respectively; hx and hy stand separately for
the azimuths of the masker and the masked sources;m is the frame
index; let x1ðmÞ ¼ ½x1ðmL0Þ; x1ðmL0 þ 1Þ; . . . ; x1ðmL0 þ L� 1Þ�T and

x2ðmÞ ¼ ½x2ðmL0Þ;x2ðmL0 þ 1Þ; . . . ;x2ðmL0 þ L� 1Þ�T , respectively, be
themth frame of x1ðnÞ and x2ðnÞ, where L denotes the frame length,
L0 is the frame shift and T symbolizes the matrix transpose, then
X1ðm; kÞ and X2ðm; kÞ are the short-time Fourier transforms (STFT)
of x1ðmÞ and x2ðmÞ, respectively, where k is the frequency index;
similarly, Yðm; kÞ is the STFT of the mth frame of the injected signal
yðmÞ. yðmÞ is a signal consisting of multiple sinusoidal compo-
nents, where the frequencies of these sinusoids are determined
by the fundamental frequency of the original stereo signals. Since
it is added to only one channel (X2ðm; kÞ in this paper),
hy ¼ h2 ¼ 30�. In the case of the masker source, �30� 6 hx 6 30�

due to the widely accepted rule that the acoustic content can only
be produced in directions between the two loudspeakers in a
stereo system [23].

Let Xcðm; kÞ and Ycðm; kÞ be the head-center signals presented
separately from the masker source and the masked source. Hence

Xcðm; kÞ ¼ X1ðm; kÞ � HcðkÞ þ X2ðm; kÞ � HcðkÞ; ðaÞ
Ycðm; kÞ ¼ Yðm; kÞ � HcðkÞ: ðbÞ

�
ð2Þ



Fig. 3. An SAEC system where the listener is at the sweet spot of the stereo system,
i.e. h1 ¼ �h2 ¼ �30� .
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Fig. 4. Auditory masking curves. (a) Mo-MM masking curve of tone by tone. The
masking threshold curve applies to all masker frequencies with a horizontal shift.
(b) The BMLD as a function of hy for hx ¼ 0� . Note that the legends explain the signal
types used as the masked signal.
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Suppose Pxcðm; kÞ ¼ jXcðm; kÞj2 and Pycðm; kÞ ¼ jYcðm; kÞj2. In
order to make Yðm; kÞ be sufficiently masked, we have

10 lg
Pycðm; kÞ
Pxcðm; kÞ 6 SMRbiðkÞ: ð3Þ

Thus the injection level of Yðm; kÞ is limited by (2b) and (3). It also
shows that SMRbiðkÞ is the key parameter.

As seen from (1), SMRbiðkÞ can be calculated as the difference
between SMRmoðkÞ and BMLDðkÞ. On one hand, we set SMRmoðkÞ
to be SMRm;max (see Fig. 4(a)), provided that the injected
frequencies of Yðm; kÞ could be close enough to the speech
harmonics [24,25]. According to the auditory masking,
SMRm;max 2 ½�11;�15� dB [26], thus SMRmoðkÞ ¼ �15 dB is
recommended.

On the other hand, it is not so easy to decide a proper BMLDðkÞ
for the SAEC system. The existing knowledge on BMLDðkÞ is not
adequate to cover all the possible situations of the SAEC system,
since the known information is limited. In the special case that
hx ¼ 0�, some BMLDðkÞ values are drawn in Fig. 4(b) according to
the experimental results in [22]. As is shown, BMLDðkÞ varies with
not only the source azimuths but also frequencies. Since BMLDðkÞ
takes a maximum at around 200–300 Hz [22]. Therefore, the
highest curve (315 Hz curve) in Fig. 4(b) is applied to the
entire spectrum since it could feature the relationship between
the maximum BMLDmax and hy for hx ¼ 0�.

To cover all the SAEC situations, further efforts need to be made
to work out the dependence of BMLDmax on both hx and hy. Since
hx – hy, the azimuth difference results in that the signal-to-
masker ratio at either the left or the right ear is greater than that
at the head center [27]. We define this enhancement at a certain
ear as the signal-to-masker-ratio improvement MSMRðkÞ. MSMRðkÞ
is determined by both hx and hy and is believed to account for most
of the BMLDðkÞ [21,27]. A logarithmic model is assumed between
BMLDmax and the average value MSMR of MSMRðkÞ over the
low-frequency band ([0,1.5] kHz), which can characterize the
relationship between BMLDmax and the source azimuths hx and hy
indirectly. After a nonlinear regression analysis based on the least
square principle utilizing the 315 Hz data in Fig. 4(b), a regression
Bi-MM is obtained with a mean square error of 0.4, which is
expressed as:

BMLDmax ¼ 10:9 � lgð1:1MSMR þ 1:0ÞðdBÞ; ð4Þ

where MSMR is derived from the source azimuths using the MIT
head-related transfer functions (HRTF) [28]. As depicted in Fig. 5
(a), the regression Bi-MM (4) fits the original data very well.
Backward to the SAEC system in Fig. 3, hy ¼ 30� and
�30� 6 hx 6 30�. MSMRjhy¼30� is therefore estimated as a function

of hx. As seen in Fig. 5(b), the extreme case occurs when
hx ¼ �hy ¼ �30�, where MSMR is about 4.7 dB. Substitute this value
into (4) and the BMLDmax is attained as 8.6 dB. Thus we set
SMRbiðkÞ to its minimum SMRbiðkÞ ¼ SMRmoðkÞ � BMLDmax ¼
�23:6 dB over the whole spectrum.

Although the proposed Bi-MM is derived from the SAEC system
in Fig. 3, note that it can also be applied to other SAEC situations
with a simple adjustment on the BMLDmax.
2.3. Determination of the initial-phase difference

Let a and b denote the signal-to-masker differences of the initial
phase and the interaural phase difference (IPD), respectively. Previ-
ous studies have already shown that a and b have an obvious
impact on the masking threshold SMRbi [29–32]. Some phenomena
can be found in previous experiments for b ¼ 0 and b ¼ p [30–36]:
when a rises from 0� to 90�; SMRbijb¼0 increases monotonically
with a high rate; while SMRbijb¼p presents sort of decreasing trend
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(although not always decreasing monotonically), and the changing
rate is low. Based on the experimental results of 7 researches
[30–36], linear interpolation is carried out on their average values
and the blue1 and the red lines in Fig. 6(a) can be obtained.

In order to find a proper relationship between SMRbi and a, the
probability distribution function (p.d.f.) of b is statistically ana-
lyzed when taking into account all the possible situations of the
SAEC system. The values of b are estimated as the mean IPD differ-
ence over [0,1.5] kHz based on the MIT HRTF database [28]. Fig. 6
(b) gives a picture of the p.d.f. of b, which shows two knee points
where the second-order derivative of the curve changes sign. The
second knee point lies at about b ¼ 0:7p. Considering that the
p.d.f. rises slowly afterwards, and that the p.d.f at this point is
greater than 80% which can cover most situations, we assume
0:7p as the upper limit of b. The SMRbijb¼0:7p curve is then obtained
through interpolation, which is drawn in the black broken line in
Fig. 6(a). Since we consider b 6 0:7p, the influence of a on
SMRbijb would be characterized by lines within the gray zone
1 For interpretation of color in Fig. 6, the reader is referred to the web version o
this article.
f

which go through the crossover point. Thus it is supposed that
SMRbi increases with rising a from 0� to 90� in the proposed
Bi-MM. Aiming for better masking, a ¼ 90� is suggested.

3. Proposed algorithm

3.1. Bi-MM-based PDSI

The Bi-MM-based PDSI technique (see Fig. 7) is proposed for
decorrelation according to the following three considerations.
The first one is the pitch-driven motivation. Since speech often
exhibits harmonic characteristics [37], the harmonic components
would make the main contribution to the interchannel coherence.
Our efforts are thus focused on decorrelation at these speech
harmonics. The second one is to achieve better decorrelation per-
formance. We propose to inject sinusoidal signals near the speech
harmonics instead of adding the wideband noise [13,14], since the
injection energy is more concentrated in the sinusoidal injection,
which leads to higher decorrelation. The third one is to guarantee
the speech quality. To make the injected sinusoids be sufficiently
masked in SAEC, both the sinusoidal levels and phases in PDSI
are determined by the Bi-MM. Because the Bi-MM takes into
account the BMLD, less distortion is expected.
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The Bi-MM-based PDSI is summarized as

x0
2ðmÞ ¼ x2ðmÞ þ yðmÞ ¼ x2ðmÞ

þ
X
l

AlðmÞ � cos 2p � l � k0ðmÞ
NFT

� nðmÞ þulðmÞ
� �

; ð5Þ

where x0
2ðmÞ is the processed version of x2ðmÞ and the PDSI is

applied to only one channel (x2ðmÞ in this paper) so that the
interchannel disparity helps reduce coherence; NFT denotes the
STFT length; k0ðmÞ represents the fundamental frequency of
x2ðmÞ; l ¼ 1;2;3; . . . corresponds to the lth harmonic frequency;
nðmÞ ¼ ½mL0mL0 þ 1 . . .mL0 þ L� 1�;AlðmÞ and ulðmÞ signify the
magnitudes and initial phases of the injected sinusoids, respec-
tively. In order to reduce speech distortion, AlðmÞ and ulðmÞ are
determined by the Bi-MM as mentioned before. According to
Section 2.3, the initial phases of Ycðm; kÞ are \fXcðl � k0ðmÞÞg þ a,
where \f�g denotes the phase of a complex number. Using (2b),
we further get

ulðmÞ ¼ \fXcðl � k0ðmÞÞg þ a� \fHcðl � k0ðmÞÞg: ð6Þ
As for the sinusoidal magnitudes AlðmÞ, they can be obtained by
combining (3) and (2b), which are expressed as

AlðmÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pxcðm; l � k0ðmÞÞ � 10SMRbiðl�k0ðmÞÞ=10

q
jHcðl � k0ðmÞÞj : ð7Þ

Now we briefly prove the effectiveness of the PDSI in decorrela-
tion. Before decorrelating, we have

c20ðkÞ ¼
E X�

1ðm; kÞ � X2ðm; kÞ� ��� ��2
EfjX1ðm; kÞj2g � EfjX2ðm; kÞj2g

; ð8Þ

where c0 is the interchannel coherence coefficient (ICCC) [38] of the
original stereo signals; Ef�g represents the mathematical expecta-
tion; and ⁄ denotes complex conjugate. Taking into account the
pitch-detection error, there is a difference between k0ðmÞ and the
true speech pitch. Since this difference is small [24] and varying,
k0ðmÞ is supposed to change within the main lobe of the true pitch.
In such a case, the injected sinusoids and the original stereo signals
are independent. Therefore, after the PDSI processing, the ICCC
becomes

c2ðkÞ ¼ c20ðkÞ 1þ
E A2

l ðmÞ � dðk� l � k0ðmÞÞ
n o

EfjX2ðm; kÞj2g

8<:
9=;

,
; ð9Þ
where dð�Þ is the impulse function. As easily seen from (9),
c2ðkÞ < c20ðkÞ holds true for at least all harmonic frequencies. For
other frequencies, note that coherence could also be somewhat
reduced due to the spectral leakage.

Eq. (9) reveals that c2ðkÞ is lower when EfjX2ðm; kÞj2g <

EfjX1ðm; kÞj2g than its contrary. In other words, better decorrela-
tion can be achieved when Yðm; kÞ is injected into the channel with
lower power. Another conclusion is that the ICCC decreases with
rising AlðmÞ, i.e. the injection level. However, we cannot arbitrarily
increase the AlðmÞ, due to that it may result in audible distortion.
(7) gives a clear guideline on choosing the injection level.

3.2. Algorithm description

The proposed algorithm is depicted in Fig. 8. As can be seen
from this figure, the Bi-MM-based PDSI is only applied to the
low-frequency band ([0,1.5] kHz) to maintain ITD after considering
that the ITD plays a dominant role in the stereophonic perception
of this frequency band. On the other hand, an modified SPM
scheme is applied to the high-frequency band. Since the ILD is
more important in this frequency band, the SPM can make a
promising trade-off between preserving ILD and reducing inter-
channel coherence. Note that the SPM is not quite suitable for
low-frequency stereophonic decorrelation, due to that only a slight
phase modulation can be applied at these frequencies to preserve
speech quality. Thus, by combining the Bi-MM-based PDSI with
the SPM, we can expect better trade-off between decorrelation
and speech quality throughout the whole spectrum for the SAEC
system. Detailed description of the proposed system is given
below.

3.2.1. Low-frequency band
Low-frequency band decorrelation is achieved through the

Bi-MM-based PDSI technique. Based on the stereo signals and the
proposed Bi-MM, we calculate the masking threshold for the SAEC
system in the first stage. In the second stage, the PDSI technique is
carried out in one channel (the right channel in this paper) of the
stereo signals, where the amount of injection is determined by
the masking threshold.

Focusing on the low-frequency band, the proposed method can
be summarized into the following five steps:

(1) Extract the pitch k0ðmÞ of x2ðmÞ, where the weighted auto-
correlation method [24] is utilized in this paper.

(2) Calculate Xcðm; kÞ using (2a). And Pxcðm; kÞ ¼ jXcðm; kÞj2 is
computed.

(3) Compute the sinusoidal magnitudes AlðmÞ by using (7),
where l � k0ðmÞ 6 1:5 kHz is applied to determine the
maximum value of l. According to Section 2.2, SMRbðkÞ ¼
�23:6 dB is adopted for the whole spectrum.

(4) Obtain the initial phases ulðmÞ using (6), where a ¼ 90� is
employed.

(5) Construct sinusoidal signals based on k0ðmÞ;AlðmÞ and
ulðmÞ, and then inject these signals into x2ðmÞ according
to (5).

3.2.2. High-frequency band
In the high-frequency band, an SPM scheme is carried out. Since

we have computed Xiðm; kÞ, with i ¼ 1;2 representing the left and
the right channels, respectively, we propose to perform the SPM
in the frequency domain, which is slightly different from the
traditional subband-domain SPM [10]. The frequency-domain
SPM is expressed as

X00
i ðm; kÞ ¼ Xiðm; kÞ � expfj � ð�1Þi �Hðm; kÞg; ð10Þ
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where j ¼
ffiffiffiffiffiffiffi
�1

p
is the imaginary unit; ð�1Þi represents that the

modulation phases of the two channels are opposite to each other,
which helps decorrelate the stereo signals; Hðm; kÞ stands for the
modulation phase.

To further enhance the decorrelation,Hðm; kÞ varies over time in
the manner Hðm; kÞ ¼ #ðkÞ � sinð2pmLk=NFTÞ. As we know, higher
values of #ðkÞ lead to better decorrelation at the cost of larger dis-
tortion [10]. To make a good trade-off between high decorrelation
and good speech quality, #ðkÞ values in [10] are chosen. Note that
#ðkÞ is set to be zero in the low-frequency band in this paper.

3.2.3. Implementation of the proposed algorithm
As shown in Fig. 8, for the full-band decorrelation, we need to

perform the Bi-MM-based PDSI in the low-frequency band and
the modified SPM scheme in the high-frequency band. The imple-
mentation of the proposed algorithm is summarized in Algorithm1.

Algorithm 1. The implementation procedures of the proposed
algorithm.
For all time frame m:
(1) Apply FFT to xiðmÞ, with i ¼ 1;2, to obtain Xiðm; kÞ;
(2) Perform frequency-dependent SPM using (10) to obtain
X00
i ðm; kÞ, with i ¼ 1;2, where #ðkÞ equals to 0 at frequencies

below 1500 Hz and takes the values in [10] at higher
frequencies;
(3) Apply IFFT to X00

i ðm; kÞ, with i ¼ 1;2, to obtain x00i ðnÞ;
(4) Detect the pitch k0ðmÞ of x2ðmÞ via the weighted
autocorrelation method presented in [24];
(5) Compute the head-center signal Xcðm; kÞ of the masker

source using (2a), and Pxcðm; kÞ ¼ jXcðm; kÞj2;
(6) Calculate sinusoidal magnitudes AlðmÞ using (7), where
SMRbðkÞ ¼ �23:6 dB for all frequencies and
l 2 1 1500=k0ðmÞb c½ �;
(7) Estimate the initial phase ulðmÞ using (6) with a ¼ 90�

and l 2 1 1500=k0ðmÞb c½ �;
(8) Construct sinusoids employing k0ðmÞ, AlðmÞ and ulðmÞ;
(9) Carry out the PDSI using (5), where x2ðmÞ is replaced by
x002ðnÞ calculated in the step (3).

4. Simulation

The SAEC system in Fig. 1 is simulated with a sample rate of
16 kHz. The rooms in the near end and the far end are of the same
size 4� 3� 3 m3 with a reverberation time of 128 ms. The two
loudspeakers are located at (1,2,1.2) m and (3,2,1.2) m. The two
microphones are placed at (1.8,1,1.2) m and (2.2,1,1.2) m. Corre-
sponding to Fig. 3, the listener is seated at (2,2�

ffiffiffi
3

p
,1.2) m, which

is the sweet spot of the two-loudspeaker stereo system. The room
impulse responses are simulated using the image method [39]
with a length of 1024 samples. The NLMS [40] adaptive algorithm
is exploited with filter order N ¼ 1024 and step size l ¼ 0:4. In the
simulation, a white Gaussian noise is added to get a signal-to-noise
ratio of 30 dB. A piece of test signal is adopted lasting about 2 min.
It is taken from the SQAM disk [41] and is composed of 6 speech
tracks (track 49–54), containing 3 female tracks and 3 male tracks.

Since the proposed algorithm uses the Bi-MM to control the
injection levels of the sinusoidal signals for stereophonic decorre-
lation, we will refer to it as Bi-MM-PDSI. In order to validate the
Bi-MM-PDSI method, performance comparisons are made with
other four decorrelation methods listed below:

(1) Mo-MM-PDSI method: Mo-MM-based PDSI is conducted
for decorrelation in the low-frequency band. While the
high-frequency band processing is the same as that in the
Bi-MM-PDSI method.

(2) Mo-MM-WNI method: Wideband noise injection is applied
to the low-frequency band according to a Mo-MM presented
in [14], while the SPM is applied to the high-frequency band.

(3) SPM method: The SPM technique is performed in the whole
spectrum, where the modulation magnitude is the same as
that in [10].

(4) NLT method: The NLT method using the half-wave rectifica-
tion [1].

Except for the NLT method which is carried out point by point,
all the other methods are implemented frame by frame. The frame
length is L ¼ 512 samples with the frame shift L0 ¼ 256. Each
segment is multiplied by the Hanning window.

Performances are evaluated in terms of interchannel decorrela-
tion, the improvement of the non-unique problem, speech distor-
tion and the stereophonic perception. Correspondingly, five
objective measurements are obtained including the ICCC, the filter
misalignment [3], the perceptual evaluation of speech quality
(PESQ) [42], the low-frequency ITD and the high-frequency ILD.
The results are presented in the following four parts.

4.1. ICCC

The ICCC is computed to assess the decorrelation performance.
In calculating the ICCC, the mathematical expectation is approxi-
mated as the average over all frames.

For the low-frequency band decorrelation, the Bi-MM-PDSI
method is compared with the Mo-MM-PDSI and the Mo-MM-
WNI methods, since they all take advantage of psychoacoustic
effects in this frequency band. As shown in Fig. 9(a), the Bi-MM-
PDSI method has a moderate decorrelation over the low-
frequency band. The Mo-MM-PDSI method is of the lowest ICCCs
among the three competitive methods, which is reasonable since
the highest level is injected according to the Mo-MM-based PDSI.
The Mo-MM-WNI method can decorrelate the stereo signals only
at very low frequencies. Because both the Mo-MM-PDSI and the
Mo-MM-WNI methods use the Mo-MM to control the injection
level, their large difference in ICCC reveals that the PDSI plays an
important role in reducing the interchannel coherence.

The decorrelation over the whole spectrum is pictured in Fig. 9
(b). The Mo-MM-PDSI and the Mo-MM-WNI methods are not
evaluated any more after considering that their differences from
the Bi-MM-PDSI method only lie in the low-frequency band. The
SPM and the NLT methods are taken into account. The ICCCs of
the SPM and the Bi-MM-PDSI methods have some features in
common: the ICCCs are high in the low-frequency band but get
much lower in the high-frequency band. Compared with the
Bi-MM-PDSI method, the ICCC of the SPM method is close to 1 at
frequencies below about 1 kHz, due to that only a slight phasemod-
ulation could be applied. This is themain reasonwhywe propose to
use the Bi-MM-based PDSI in the low-frequency band. In contrast,
the decorrelation of the NLT method is quite limited in the whole
spectrum.
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Fig. 9. ICCC in (a) the low-frequency band [0,1.5] kHz and (b) the whole spectrum.
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4.2. Misalignment

To show the improvement of the non-unique problem, the filter
misalignment is calculated as

fðnÞ ¼ 20 � lg
P2

i¼1 hi � bhiðnÞ
			 			

2P2
i¼1 hik k2

ð11Þ

where hi; i ¼ 1;2 signify the physical impulse responses, bhiðnÞ
stands for the adaptive response at time index n, and k � k2 denotes
2-norm.

Fig. 10(a) depicts the misalignment values in the low-frequency
band, considering the Bi-MM-PDSI together with the Mo-MM-PDSI
and the Mo-MM-WNI methods. The low-frequency band misalign-
ment of the Mo-MM-PDSI method is several decibels better than
that of the Bi-MM-PDSI method, which results from the lower ICCC
values in the low-frequency band (see Fig. 9(a)). For the same rea-
son, the Mo-MM-WNI method performs poor misalignment in the
low-frequency band. The misalignment of the Mo-MM-WNI
method is almost the worst among these decorrelation algorithms,
which can further confirm that using the PDSI can better reduce
the filter misalignment than using the WNI.

The misalignment over the entire spectrum is shown in Fig. 10
(b). Through contrast between with and without decorrelation, the
effectiveness of decorrelation in improving the non-unique prob-
lem in SAEC is confirmed. Among these methods, the Mo-MM-
PDSI method provides the best filter misalignment in the whole
spectrum, while the Bi-MM-PDSI method is of the second best
misalignment. The difference between the misalignments of these
two methods becomes smaller in contrast with that in Fig. 10(a).
This is due to that, in the high-frequency band, both of them use
the frequency-domain SPM method.
4.3. PESQ

In order to measure speech quality, we make use of the PESQ.
PESQ ranges from �0.5 to 4.5 and a higher value implies less dis-
tortion. Table 1 lists the average PESQs of the left and the right
channels of different decorrelation methods.

From the PESQ scores in Table 1, the SPM method has the best
performance, not only in the low-frequency band but also in the
entire spectrum. The Bi-MM-PDSI method is comparable with the
SPM method, however, its misalignment (see Fig. 10(b)) performs
much better than that of the SPM method in the entire spectrum.
Compared with the Mo-MM-PDSI and the Mo-MM-WNI methods
which both exploit the Mo-MM, the Bi-MM-PDSI method achieves
higher PESQ scores. This indicates that the Bi-MM helps preserve
speech quality.



Table 1
PESQ scores of different decorrelation methods.

Method Bi-MM-PDSI Mo-MM-PDSI Mo-MM-WNI SPM NLT

PESQ in the low-frequency band 4.2 4.0 3.9 4.3 3.7
PESQ in the whole spectrum 4.3 4.0 3.9 4.4 3.9
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Fig. 11. Evaluation of stereophonic perception. (a) ITD error in the low-frequency
band [0,1.5] kHz. (b) ILD error in the high-frequency band [1.5,8] kHz.
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4.4. ITD/ILD

With regard to the performance of stereophonic perception,
low-frequency band ITD and high-frequency band ILD are evalu-
ated. In order to obtain the binaural signals, speech segments are
filtered through the room impulse responses and the MIT HRTFs.
The ITD/ILD errors [43] between the decorrelated and the original
speeches are worked out and depicted in Fig. 11.

The low-frequency band ITD errors are plotted in Fig. 11(a). In
order to better show the performance of the Bi-MM-PDSI method,
the missing-fundamental method [6] is also taken into considera-
tion. As can be seen from Fig. 11(a), the Bi-MM-PDSI as well as
the Mo-MM-WNI and the SPM methods are the best at preserving
the stereophonic perception in the low-frequency band, since their
ITD errors in this frequency band are the lowest. Note that this
should owe to the Bi-MM rather than the PDSI, since there is no
ITD-error improvement when comparing the Mo-MM-PDSI
method with the Mo-MM-WNI method. Another thing to be
explained is that the ITD error of the missing-fundamental method
is much larger than that of the other methods, which is predictable
because the notch filter used in [6] removes lots of extra compo-
nents in addition to the speech fundamental.

The high-frequency band ILD error is depicted in Fig. 11(b). As
can be seen from this figure, all of these methods have a compara-
ble stereophonic performance in the high-frequency band. Note
that only objective test results are presented in this paper for the
following two considerations. First, these objective measurements
have already been proved that they are highly correlated with sub-
jective test results. Second, our informal listening test results also
confirm that the proposed algorithm outperforms the competitive
algorithms in some aspects, which are consistent with our objec-
tive test results.
5. Discussion and conclusion

A novel interchannel decorrelation method has been proposed
for stereo acoustic echo cancellation by using a simplified binaural
masking model. The binaural masking model based pitch-driven
sinusoidal injection is applied to the low-frequency band
(61.5 kHz), and a sinusoidal phase modulation scheme is applied
to higher frequencies. Evaluations have been performed in terms
of decorrelation, filter misalignment, speech distortion and stereo-
phonic perception. Results have verified the effectiveness of the
proposed method. In a word, there are mainly three advantages
of the proposed method. First, the binaural masking model helps
retain good speech quality as well as stereophonic perception,
since it takes into account the contribution of spatial cues in binau-
ral listening, which is the common case in stereo acoustic echo
cancellation systems. Second, higher decorrelation are obtained
in the low-frequency band comparing with the masked-noise
injection method, thanks to the concentration of injection energy
by using the pitch-driven sinusoidal injection technique. Third,
high decorrelation together with low filter misalignment are
achieved over the whole spectrum, due to the combination of the
sinusoidal phase modulation in the high-frequency band.

Because the proposed algorithm needs to estimate the funda-
mental frequency of the far-end speech signal, it would somewhat
increase the computational load. However, we can use a very effi-
cient approach to estimate the fundamental frequency in practice
to solve this problem. Another problem is that the proposed algo-
rithm can only be applied to speech signals. In other words, if the
far-end signal is not a speech signal, the proposed algorithm can-
not be used directly and some extensions are needed, which can
be considered for future work. For speech applications, the pro-
posed algorithm is robust to the double-talk situations due to that
the adaptive filter coefficients will stop updating automatically
with the help of some double-talk detection schemes.
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