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Abstract—Vehicle emits sounds as it travels along the road, 

which can be used for traffic monitoring. In this paper, an acous-
tic based traffic monitoring system is designed and implemented. 
The system utilizes a cross microphone array to collect road-side 
acoustic signals. Then, lane positions are automatically detected 
by the built-in lane detection module. Eventually, different meas-
uring indices which reflect the road condition and traffic quality 
are derived according to the collected signals and the detected 
lanes. Since acoustic sensor is less expensive than other types of 
vehicle sensors, and acoustic features are robust against light, 
weather, and environmental variations, we expect that the pro-
posed acoustic traffic monitoring system will have lower hard-
ware cost, and become a good complement to the existing traffic 
monitoring techniques. 

Keywords—Intelligent transportation system; traffic monitoring; 
beamforming; vehicle counting; vehicle speed estimation 

 

I. INTRODUCTION 
In modern intelligent transportation system (ITS), many 

traffic monitors are distributed in the road networks, so that the 
information which indicates the real-time traffic conditions can 
be perceived and aggregated to the control center for traffic 
flow control and dynamitic planning [1]. Since traffic monitors 
are the indispensable building blocks of ITS, developing more 
reliable and accurate traffic monitoring techniques will facili-
tate modern ITS construction, and further improve traffic con-
dition, public safety, and reduce transportation cost [1]. 

Vehicle emits acoustic sounds when it travels along the 
road, so, vehicular sound can be used as a kind of feature for 
traffic monitoring. Compared with other traffic monitoring 
techniques such as inductive loop [2, 3], radar [1, 4], infrared, 
magnetic field [5-7], video, etc., acoustic based traffic monitor-
ing has many advantages. First, it is a nonintrusive technique, 
which will not cause damage to the pavement during the moni-
tor installation and maintenance procedures. Second, it is a 
passive monitoring technique, which means that no harmful 
signals will be transmitted to human body. In addition, the 
hardware cost can be reduced since no signal transmitting de-

vice is needed. Meanwhile, the acoustic sensor (microphone) is 
inexpensive compared with other types of sensors [10, 11]. 
Third, acoustic features are very robust against light and 
weather variations, which is helpful for robust traffic monitor-
ing [13]. 

A lot of researches have been carried out for acoustic based 
traffic monitoring algorithm design and system construction. 
E.g., in [8], a microphone array with four subarrays is built for 
multi-lane traffic monitoring. Channels within subarrays are 
first added together for signal enhancement purpose, then, 
cross correlations [9] among different subarrays are calculated 
to locate vehicles in different lanes. In [10], a single micro-
phone approach is proposed, where the traffic density state is 
classified into three levels according to the features extracted 
from the collected road-side acoustic signals. Although this 
approach cannot perform accurate lane-wise vehicle counting 
and speed estimation, it is especially suitable for congested city 
road environment. In [11], an acoustic traffic monitoring sys-
tem is built with linear microphone arrays mounted on a sign 
bridge across the road. In the system configuration, each lane is 
managed by a pair of microphones, the cross correlations are 
calculated among different microphone pairs for vehicle count-
ing and speed estimation, then, the Mel-frequency cepstrum 
coefficient (MFCC) feature and hidden Markov model (HMM) 
are used for vehicle classification, just like the idea of speech 
recognition [12]. Although this system has high traffic moni-
toring accuracy, its application is limited by the requirement of 
a sign bridge for deployment. A commercial acoustic traffic 
monitoring system is reported in [13]. In this system, up to five 
lanes can be simultaneously managed, traffic indices such as 
vehicle count, lane occupancy, and average speed can be de-
rived for each lane. However, a planar microphone array with 
many array elements is used in this system, which makes the 
hardware cost still high. 

In this paper, an acoustic based traffic monitoring system is 
introduced. This system first utilizes a cross microphone array 
to collect road-side vehicular sounds, then, its lane detection 
module is used to automatically detect lane positions based on 
the statistical information of the passing by vehicles. Four 
types of traffic indices, including vehicle count, lane occupan-
cy, vehicle speed, and vehicle type (large vs. small) are derived 
according to the collected signals and detected lane positions. 
Our contributions in this paper are: (1) a traffic monitoring 
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prototype system is designed and developed, (2) an approach 
for coarse vehicle detection zone construction is introduced, (3) 
a novel vehicle counting approach is proposed, and (4) a vehi-
cle speed estimation approach is proposed. The rest content of 
this paper is organized as follows. The basic idea of acoustic 
traffic monitoring and system overview is introduced in section 
II. The microphone array and the lane detection strategy are 
briefly introduced in section III. Then, the coarse detection 
zone construction algorithm for lane-wise traffic monitoring is 
depicted in section IV, and the derivation of different traffic 
indices is depicted in section V. The proposed system is tested 
in real-world environment, the experimental configuration and 
result is reported in section VI. At last, we conclude this paper 
in section VII. 

II. ACOUSTIC TRAFFIC MONITORING 

A. Acoustic Traffic Monitoring Preliminaries 
As shown in Fig. 1, the acoustic traffic monitor is mounted 

on a road-side structure above the road surface, so, it can be 
installed without interfering with the traffic, cutting the road 
surface, or requiring an overhead sign structure. Vehicle emits 
sounds (consists of engine noise, tire noise, exhaust noise, air 
turbulence noise, etc. [14]) as it travels along the road. The 
sound signals are captured and analyzed by the monitor, then, 
lane positions will be automatically detected, and different traf-
fic statistical indices, such as vehicle count, lane occupancy, 
vehicle speed and average speed, vehicle type (large vs. small) 
will be derived. 

 
Fig. 1.  Acoustic traffic monitoring. 

To detect vehicles in different positions, the monitor utiliz-
es microphone array and beamforming [15] techniques to form 
different kinds of detection zones in different look directions 
for different purposes. Because of the spatial filtering property 
of the beamforming, sound signals other than the array look 
direction will be attenuated by the beamformer, so that vehicle 
locations can be sensed from the cumulated energy of the 
beamformer output. There are two kinds of detection zones 
constructed in Fig. 1: fine detection zones (red ellipses) and 
coarse detection zones (green ellipses). Fine detection zones 
are used for lane detection, they have smaller width and fixed 
positions, multiple fine detections zones are concatenated to 
form a cross section across the road. Vehicle azimuth will be 
detected by the system as it passes through this cross section, 

and the azimuth statistics will be used to detect lane positions. 
Coarse detection zones are used for lane-wise traffic monitor-
ing, their width and positions will be adaptively updated ac-
cording to the detected lane positions. Each lane is managed by 
multiple coarse detection zones with a small elevation apart 
from each other, different traffic indices will be derived from 
the energy response curves outputted by these detection zones. 

B. System Overview 
The proposed acoustic traffic monitoring system comprises 

of four main modules: microphone array, lane detection mod-
ule, lane-wise vehicle monitoring module, and user interface. 
The block diagram of the system is shown in Fig. 2, where 
blocks indicate modules and submodules, and arrows indicate 
data flow. The main function of each module is introduced as 
follows: 

 
Fig. 2.  The acoustic traffic monitoring system block diagram. 

Microphone array: used to collect vehicular sounds, per-
form short time Fourier transform (STFT) [16] and data pre-
processing, then, accumulate correlation matrices in the select-
ed working frequency band. The correlation matrices are the 
output of the microphone array module, which will be used by 
the following modules for lane detection and traffic monitoring. 

Lane detection module: used to detect lane positions, which 
contains three submodules. First, fine detection zones and the 
lane detection cross section is constructed by the cross section 
construction module, the direction-of-arrival (DOA) spectrum 
of the passing by vehicle is also calculated by this submodule. 
Then, the automatic gain control (AGC) submodule normalizes 
the spectrum into the range of [0, 1], which is suitable for data 
visualization and vehicle appearance decision. At last, the lane 
center and boundary detection submodule detects the vehicle 
azimuth from the normalized DOA spectrum, and finds lane 
centers and boundaries from the azimuth statistics. 

After the lanes are detected, the lane positions are passed to 
the lane-wise vehicle monitoring module, which contains six 
submodules. First, multiple coarse detection zones are con-
structed by the coarse detection zone construction submodule 
according to the detected lane positions, this submodule also 
outputs the individual zone responses using the microphone 
array data. Then, the response curves are normalized into the 
interval of [0, 1] by another AGC submodule, and the normal-
ized curves are used for the calculation of different traffic indi-
ces. 
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Finally, all intermediate results are aggregated to the user 
interface module for data visualization, such as acoustic traffic 
imaging (ATI) and coarse detection zone response curves. All 
calculated traffic indices are also displayed on the user inter-
face for traffic control and dynamic planning, in addition, the 
user interface is also responsible for the communication be-
tween the monitoring system and the user or the host computer. 

III. MICROPHONE ARRAY AND LANE DETECTION 
The purpose of this paper is to provide a systematic view of 

the acoustic traffic monitoring system. However, there are still 
many things to be concerned for microphone array design and 
lane detection, such as array resolution, aperture size, array 
topology, number of array elements and element spacing, vehi-
cle DOA estimation, AGC, lane center and boundary detection, 
etc. Talking too much about these issues will dilute the topic of 
this paper. So, for completeness, this section only introduces 
the basic idea of microphone array design and lane detection, 
for the detailed discussion about these issues, please refer to 
another of our paper: “Cross Array and Rank-1 MUSIC Algo-
rithm for Acoustic Highway Lane Detection”. 

A. Microphone Array 
The microphone array used in the proposed system is based 

on the cross array [17-19] structure, Fig. 3 shows the adopted 
array topology. This array has the aperture size of 20 cm x 32 
cm (width x height), and 37 array elements are used. The two 
axis of the cross array are consist of two uniform linear arrays 
(ULA), which are called the horizontal and vertical subarrays 
in this paper. The two subarrays share the common phase cen-
ter, but have different number of elements and element spacing. 
Please notice that the array in Fig. 3 is used for experiments, 
and it is still not the optimal scheme for the actual product. 
This array uses more elements and denser spacing to leave us 
enough margins for working frequency band selection. The 
final array topology will be optimized according to the experi-
mental results to further reduce the required elements. 

 
Fig. 3.  The microphone array for the prototype system. The array is facing to 
the reader. 

After STFT is performed on each channel to convert the 
collected time domain sound signal to time-frequency domain, 
the output of the microphone array module can be denoted as 
the cross correlation matrices � of the two subarrays, as shown 
in equation (1), where � stands for the collected multi-channel 
data, subscripts ℎ  and �  stand for the horizontal and vertical 
subarray, �  and �  for frequency bin index and STFT frame 

index, and ∆� is the selected time interval for the correlation 
(∆� equals to the number of frames corresponding to 200 ms in 
our experiments). 

�(�) = 	 �
(�, �)���(�, �)
�∆
  (1) 

In our system, the energy responses of different detection 
zones in frequency bin � are calculated according to (2), where �
 and ��  are the beamformers for the horizontal and vertical 
subarrays. 

�(�) = ��
�(�)�(�)��(�)��
 (2) 

Then, the response of the total working frequency band is cal-
culated as the geometric mean of the individual responses [20], 
as shown in (3), where ∆� is the interval of the working fre-
quency band, and |∆�| is the number of frequency bins con-
tained. 

� = �� �(�)�∈∆� �
�/|∆�|

 (3) 

Since the beamforming procedures in (2) are the same for all 
frequency bins, the frequency bin index � will be omitted in 
the following of this paper to make equations more concise. 

There are three main benefits to use the cross array scheme 
and the preprocessing procedure in (1). First, compared with 
the rectangular array scheme in [13], the number of required 
array elements is greatly reduced for the array with the same 
aperture size, so, both hardware cost and system complexity 
can be reduced. Second, the beamformer design problem is 
decoupled into two independent sub-problems with smaller 
size and easier structures, as shown in (2), which further sim-
plifies the calculation. In addition, different beamforming tech-
niques can be separately applied to the horizontal and vertical 
subarrays to form different vehicle detection zones. In our sys-
tem, the delay-and-sum (DS) beamforming with Dolph-
Chebyshev taper [21] is used to construct the vertical beam-
formers. The horizontal beamformers for fine and coarse detec-
tion zones are different. For fine detection zones, the beam-
formers are designed with the subspace techniques [22], while 
the idea for coarse detection zone beamformer design will be 
depicted in section IV. Third, multiple detection zones can be 
constructed upon the single correlation matrix � with different 
horizontal and vertical beamformers. One detection zone can 
be considered as a “virtual vehicle sensor”, the monitoring per-
formance is expected to be improved when more “virtual sen-
sors” are used. However, unlike the inductive loop approach in 
[2] and the magnetic sensor approach in [5], no additional 
physical sensors are required to add more detection zones in 
our system. 

B. Lane Detection 
Usually, vehicle travels along the lanes and seldom across 

the lane boundaries, thus, the observed sound energy at the 
array look directions corresponding to lane centers is high, 
while the energy corresponding to lane boundaries is low. The 
lane detection module uses such simple but reasonable assump-
tion to detect lanes. The detected lane positions can be consid-
ered as a kind of frequent pattern indicating the vehicle appear-
ance locations in the lane detection cross section, it is unneces-
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sary to align the detected lane positions to the actual lane center 
and boundary look directions of the road [1]. 

Generally speaking, the lane detection procedure contains 
three steps. First, the submodule generates fine detection zones 
and constructs the lane detection cross section. Meanwhile, the 
DOA estimation algorithms are used to detect the azimuths or 
the energy spectrums of the passing by vehicles. Second, the 
azimuth statistics or energy spectrums are accumulated to fit 
the probability density function (PDF) of vehicle locations in 
the cross section. The resulted PDF has high values at the posi-
tions where vehicle frequently appears. Third, the peaks of the 
PDF are detected as lane centers, while the valleys at the both 
sides of a peak are detected as the corresponding lane bounda-
ries. 

Fig. 4 gives an example of the estimated vehicle azimuth 
PDF and the detected lanes in a simulated Chinese four-lane 
bidirectional highway environment. In the environment of Fig. 
4, the monitor is mounted near lane 1, so, the four detected 
lanes have decreasing widths. The resolution of the beamform-
ing algorithm is a very important problem which should be 
carefully concerned in the system design. The angular resolu-
tion of the beamformer should be high enough to distinguish 
vehicles travelling in different lanes. From the real-world ex-
periment in section VI we will see that the resolution of the 
proposed system is adequate for one-side traffic monitoring in 
a six-lane bidirectional highway system. 

 
Fig. 4.  The demonstration of four detected lanes. 

IV. COARSE DETECTION ZONE CONSTRUCTION 

A. The Horizontal Beamformer 
After lanes are detected, multiple coarse detection zones 

can be constructed according to the lane positions for lane-wise 
traffic monitoring. For a single coarse detection zone, since the 
vertical beamformer is constructed by the fixed beamforming 
technique, here we mainly concern about the horizontal beam-
former construction. 

The main difficulty for horizontal beamformer construction 
is the side-lobe problem. In the ideal case, we expect that when 
a vehicle passes by, only the zones in the corresponding lane 
have significant responses, while zones in other lanes have zero 
responses. However, all beamforming techniques may leave 
side-lobes [9] at the directions other than the look direction, 
and they will cause responses from the zones in other lanes. 
Since the sound pressure levels of different vehicles vary a lot, 
and there are multiple vehicles simultaneously traveling on the 
road, it is difficult for a coarse detection zone to distinguish 
between a real vehicle response and the ghost image caused by 
its side-lobes. Thus, the constructed horizontal beamformer for 
a coarse detection zone should not only have high resolution to 
distinguish vehicles in adjacent lanes, but also have small side-
lobes to prevent ghost images. 

The acoustic traffic monitoring system in [13] uses the fa-
mous minimum variance distortionless response (MVDR) 
beamforming [23, 24] to construct coarse detect detection 
zones. This system uses a rectangular microphone array, and 
the multichannel time domain signals are firstly added together 
according to columns to form the horizontal subarray data 
(equivalent to the DS beamforming at � = 0), as shown in 
equation (4) and (5), where � is the time domain sample index, � and � are row and column indices of the rectangular array, � is 
the number of columns. 

��(�) = 	 � �(�)  (4) 

�
(�) = !��(�), ⋯ , �#(�)$%
 (5) 

Then, after STFT, the correlation matrix �
 in frequency do-
main can be constructed according to (6), and the MVDR 
beamformer is constructed as (7), where E{∙} for expectation, '
  is the horizontal subarray steering vector which indicates 
the look direction of the monitored lane center. 

�
 = E{�
�
�} (6) 

�
 = �
*�'

'
��
*�'


 (7) 

MVDR beamforming is a kind of adaptive beamforming 
technique, in which the nulls of the constructed beamformer 
can adaptively be steered to the positions of the side-lobes ac-
cording to the observed signal correlation matrix, so that the 
side-lobes can be well attenuated [9]. However, there are two 
drawbacks for the preceding approach in the system of [13]. 
First, the beamformer should be updated every STFT frame, 
while the matrix inversion operation in (7) has cubic computa-
tional complexity, which increases the system burden. Second, 
according to (4) - (6), only detection zones at � = 0 can be 
constructed, which limits the flexibility of the system. Alt-
hough MVDR beamforming has good side-lobe attenuation 
ability, since the cross array is used, in the proposed system, it 
is impossible to construct correlation matrices like in (4) - (6). 
Therefore, we cannot construct MVDR beamformers directly 
according to (7). Instead, based on the idea of (7), we propose a 
simple but effective approach to construct horizontal beam-
formers as follows. 

B. The Lane Model Approach 
After lanes are detected, the lane centers and boundaries not 

only tell us the lane positions, but also tell us the energy distri-
bution of the sound field in the lane detection cross section. 
From the result of Fig. 4 we can see that, the sound energy in 
each lane can be approximately modeled by a Gaussian distri-
bution. Thus, the sound field in the cross section can be mod-
eled as a weighted diffuse sound field [25], whose correlation 
matrix + can be calculated according to (8), which means that 
the sounds are coming from the directions following the energy 
distribution of all lanes. 

+ = - .(1)'
(1)'
�(1)2134
56*34

 (8) 

The weight function .(1) in (8) is generated according to the 
detected lanes as depicted in (9) and (10), where 17 is the cen-
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ter of lane 8, and the standard deviation parameter 97  can be 
derived according to the “three sigma law” of the Gaussian 
function from the detected lane width. 

.7(1) = 1
√2>97

exp �− (1 − 17)�
297�

� (9) 

.(1) = 	 .7(1)7  (10) 

Once the lane positions are updated, a new correlation matrix 
based on the lane model can be calculated according to (8) - 
(10), and like the MVDR approach in (7), the horizontal beam-
former can be constructed as (11). This approach is also called 
the maximum directivity beamforming [26]. 

�
 = +*�'

'
�+*�'


 (11) 

Compared with the MVDR approach in (7) we can find that, 
the approach in (11) is a sub-optimal approach, since the beam-
former cannot adaptively change with the real-time sound field 
variations. However, this approach has lower computational 
complexity, since the matrix inversion is only performed when 
the lane positions are updated. 

  
(a) the DS approach (b) the lane model approach 

Fig. 5. The comparison of beampatterns for horizontal beamformers. The work-
ing frequency is 7k Hz. The array look direction is −7.9°, which is the first lane 
center in the simulated road environment in Fig. 4. 

To further illustrate the effectiveness of the proposed lane 
model approach, Fig. 5 gives the beampattern comparison of 
the DS beamformer and the lane model beamformer. From Fig. 
5 (a) we can see that the DS approach has larger main-lobe 
width and many significant side-lobes, so, it is not suitable for 
coarse detection zones. On the other hand, in Fig. 5 (b), the 
beampattern of the lane model approach has smaller main-lobe 
width and trivial side-lobs, which will effectively suppress the 
influence from the adjacent lanes. 

  

(a) the DS approach (b) the lane model approach 

Fig. 6. The comparison of energy responses. The working frequency is 7k Hz. 
The DOAs of the two sources are −7.9° and 6.6°, respectively, which are the 
centers of lane 1 and lane 2 in the simulated road environment in Fig. 4. 

Fig. 6 shows the 3D responses when there are two vehicles 
in lane 1 and lane 2 at � = 0 in the simulated road environment. 
The response in Fig. 6 (a) has only one peak, which indicates 
the resolution of the DS approach is not enough to distinguish 
the two vehicles in adjacent lanes. However, there are two 
peaks in Fig. 6 (b), which means that the two vehicles are suc-
cessfully identified by the lane model approach. 

V. TRAFFIC INDICES 
Four indices that reflect the traffic quality are calculated in 

our system, including: vehicle count, lane occupancy, vehicle 
speed, and vehicle type (large vs. small). 

A. Vehicle Count 
The main problem for vehicle counting is to determine 

whether there is a vehicle passed by. If a vehicle appears, just 
increases the vehicle count of the corresponding lane by 1, and 
initiates the calculation of the other traffic indices. 

A naive approach to determine the vehicle appearance is to 
use the response curve of a single coarse detection zone. We 
say a zone is activated if its response first rises above then falls 
below a certain threshold, which indicates a vehicle first enters 
then leaves the detection zone. The detection threshold in our 
system is fixed since the response is normalized to [0, 1] by the 
AGC module. If any one of the detection zones in a lane is 
activated, the vehicle counting module counts the vehicle. 
However, there are significant interferences and noise in the 
real road environment, detection zones may accidentally be 
activated by unknown interference, which means that such 
naive approach may cause many false detections. 

 
Fig. 7.  The finite state machine for vehicle counting. 

To robustly detect a passing by vehicle, we use all detection 
zones in a lane: a vehicle is detected if and only if those detec-
tion zones are activated sequentially. The idea of the finite state 
machine, which is also used for vehicle detection in [6], is ex-
tended in our system to record the zone activation order. As 
shown in Fig. 7, the finite state machine with D + 2 states is 
constructed in a chain structure, S is the initial state and F is the 
final state, while the other D  states indicate the D  detection 
zones. The feedforward arrow points to the expecting state of 
current state, if all detection zones are activated in order, the 
state can successfully be transferred from S to F, which indi-
cates a vehicle is passed. Otherwise, if the activation order is 
wrong, the feedback arrows will reset the machine to its initial 
state. Although a single detection zone may accidentally be 
activated in a noisy environment, it is nearly impossible that all 
zones are activated sequentially by noise. Thus, if the final 
state of the finite state machine is reached, it can be considered 
that a vehicle is detected. Then the information such as the 
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entering and leaving time of the vehicle to each detection zone, 
as well as the energy responses are collected for further use. 

In our system, there are two finite state machines construct-
ed for each lane, one like in Fig. 7, and the other has the re-
versed order from state 1 to state D. This double chain structure 
is used for retrograde vehicle detection, which is very im-
portant for public safety. If the chain with the reverse order 
other than current lane’s travelling direction is activated, the 
retrograde alarm will be sounded by the system. 

B. Lane Occupancy 
Lane occupancy GH is defined as the percentage of the vehi-

cle passing time to a certain cross section vs. the total observa-
tion time, as depicted in equation (12), where �  is the passing 
time of the �th vehicle, I is the total observation time. 

GH = ∑ � K 6�I × 100 (12) 

In our system, when a vehicle is reported by the vehicle count-
ing module, the passing time can be calculated as the average 
time difference of the vehicle enters and leaves individual de-
tection zones. So, the lane occupancy can easily be updated 
according to (12). 

C. Vehicle Speed 
For passive vehicle monitoring sensors, such as inductive 

loop, magnetic sensor, as well as acoustic monitor, at least two 
detection zones should be established to estimate the vehicle 
speed. Since the inter-sensor distance can be accurately meas-
ured in the installation procedure for loops and magnetic sen-
sors, vehicle speed in these monitoring approaches can be es-
timated as the ratio of inter-sensor distance and detection zone 
activation time difference [5, 7]. However, in our system, since 
multiple detection zones are constructed for each lane, it is 
possible to perform more accurate speed estimation with the 
redundant information provided by these detection zones. In 
this subsection, we propose a new speed estimation strategy 
based on the activation time of multiple detection zones. Here 
the zone activation time means the time average of vehicle 
enters and leaves a detection zone. 

Fig. 8 is the illustration of the proposed speed estimation 
approach. After a vehicle is detected, the distance L from the 
monitor to the corresponding lane center can be calculated as 
(13), where ℎ is monitor height, which is available in the moni-
tor installation, and M is the distance from the road-side base 
structure to the corresponding lane center, which can be calcu-
lated from the road parameters. 

L = Nℎ� + M� (13) 

Since the elevation angle of each detection zone is known, the 
distance 2 in Fig. 8 for each detection zone can be calculated 
by (14), and the activation time �O of each detection zone satis-
fies the relation in (15), where � is the vehicle speed to be es-
timated. 

2O = Ltan(�O) (14) 

�O = 2O� = L
� tan (�O) (15) 

Letting P = L/� as the slope of the linear equation in (15), then, 
for all detection zones, an over-determined linear system can 
be established as (16) and (17), where Q = [��, ⋯ , �R]% , S = [��, ⋯ , �R]%, T is a D dimensional vector with all ones, and U is the constant term of the linear equation. 

V[P, U]% = S (16) 

V = [tan(Q), T] (17) 

The least square approach [27] can be used to solve this over-
determined linear system, as depicted in (18), where the sub-
script 8W  stands for the least square solution. Then, vehicle 
speed can be estimated by (19). 

[P, U]7X% = (V%V)*�V%S (18) 

� = L/P (19) 

Considering the relationship between linear speed and an-
gular speed, from equation (19) we can also find that, the phys-
ical interpretation of 1/P is the vehicle angular speed (rad/s). 

 
Fig. 8.  The illustration of vehicle speed estimation. 

D. Vehicle Type 
Like inductive loop and magnetic sensor, a response curve 

will be generated when a vehicle passes through a detection 
zone. This curve may be considered as the signature of a cer-
tain vehicle type, which may be used for vehicle classification. 
Vehicle classification methods are investigated in many litera-
tures, e.g., the support vector machine (SVM) based approach 
in [5], the neural network approach in [2], and the decision tree 
approach in [6]. However, for large/small vehicle classification, 
we use a simple approach which utilizes the definition of “long 
vehicle” in the China standard GB/T 26771-2011 in [28]. A 
vehicle is classified as “long vehicle” by microwave traffic 
monitor if its passing time exceeds 2.5 times of the average 
passing time. Thus, in our system, a simple classifier is built 
which records the passing time of individual vehicles and cal-
culates the average value as the classification boundary, then, 
vehicle classification is performed according to the definition 
of the “long vehicle”. 

VI. EXPERIMENT 
To test the proposed traffic monitoring system, the real-

world experiment was carried out in a six-lane bidirectional 
highway environment, as shown in Fig. 9. The height of the 
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microphone array is 5.5 m, the lane width is 3.75 m, and the 
distance from the road-side base structure to the first lane is 
3.25 m. Sound signals were collected via a National Instru-
ments (NI) PXIe system with three PIXe 4499 sound and vibra-
tion data acquisition cards (48 channels in total). The sampling 
rate of 32 kHz was used, meanwhile, the developed prototype 
system was also deployed in the NI system for real-time traffic 
monitoring. 

 

 

(a) the microphone array (b) video data example 

Fig. 9.  The real-world experimental environment. 

Fig. 10 shows the GUI of the developed prototype system. 
This system is developed in Java, there are four main parts in 
the system GUI. The table on the top shows the traffic indices 
for each lane. The panel on the left visualizes the ATI of vehi-
cles, the bottom of the ATI is the lane detection cross section, 
and bright spot means high sound energy, which indicates the 
appearance of a vehicle. The panel on the middle right visual-
izes the vehicle azimuth PDF and the detected lanes, the lanes 
are also painted on the ATI with the same colors. The panel on 
the lower right visualizes the responses of individual coarse 
detection zones. 

 
Fig. 10.  The system GUI. 

In the experiment, four lanes were detected by the monitor-
ing system. From the traveling directions of the observed vehi-
cles, it can be inferred that, from left to right, the first three 
lanes are for the up-road direction, while the fourth lane (or 
lanes, because of the resolution problem as shown in Fig. 6 (a)) 
is for the down-road direction. We deduce that there may be 

several reasons why only four of six lanes were detected. First, 
the array resolution is not high enough. Second, the sound en-
ergy from the farthest two lanes is too small to be detected. 
Third, the sound field is jammed by the sound barrier at the 
opposite side of the road, as shown in Fig. 9. However, since 
the three lanes for the up-road direction are successfully detect-
ed, the proposed system is adequate for one-side traffic moni-
toring in the environment of Fig. 9. 

To evaluate the system performance, 30 minutes of the au-
dio data are used. The corresponding video data collected by a 
road-side camera were labeled by human, which are used as the 
ground truth. For video based lane occupancy and speed esti-
mation, the “six-meter lines” on the road are used as the refer-
ence to estimate the vehicle passing time, as shown in Fig. 9 
(b). There are 25 video frames in one second, so, the accuracy 
of the video data is 0.04 second. 

The traffic monitoring results are listed in Table I, the sys-
tem performance is evaluated by the error rate, which is calcu-
lated according to equation (20). Comparing the acoustic based 
results with the ground truth, we can find that the proposed 
system can achieve acceptable accuracy for vehicle counting 
and speed estimation. 

YLLZL L\�Y = |��2YZ LYWP8� − \P2�Z LYWP8�|
��2YZ LYWP8� × 100 (20) 

The error rate of the lane occupancy is high since the ways 
for vehicle passing time estimation between video and audio 
are different. For video based results, vehicle passing time is 
estimated as the time which a vehicle passes the front of the 
“six-meter lines”, so, the thickness of the corresponding cross 
section can be considered as zero. However, for audio based 
results, the passing time is estimated as the time difference of a 
vehicle enters and leaves a coarse detection zone, so, the thick-
ness of the resulted cross section is nonzero, which is related to 
the beam width of the vertical beamformer. Although the val-
ues of the two lane occupancies are different, they are both 
derived according to the definition in (12), so, we believed that 
the audio based lane occupancy can also reflect the traffic qual-
ity. 

TABLE I.  TRAFFIC MONITORING EVALUATION RESULTS 

  Video 
Result 

Audio 
Result 

Error Rate 
(%) 

Vehicle Count 

Lane 1 92 90 2.00 
Lane 2 435 368 15.00 
Lane 3 566 482 14.00 
Total 1093 940 13.00 

Lane Occu-
pancy (%) 

Lane 1 1.65 1.44 12.70 
Lane 2 6.55 8.26 26.10 
Lane 3 6.29 9.94 58.11 
Total 14.49 19.64 35.56 

Average Speed 
(km/h) 

Lane 1 76.58 53.55 30.07 
Lane 2 92.76 74.77 19.40 
Lane 3 111.32 97.56 12.36 
Total 101.01 84.43 16.42 

Vehicle Type 
(Large/Small) 

Lane 1 37/55 3/87 91.00/58.00 
Lane 2 142/293 31/337 78.00/15.00 
Lane 3 25/541 30/452 20.00/16.00 
Total 204/889 64/876 68.00/1.00 
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For vehicle classification, only vehicle passing time is used 
as the classification feature in current implementation. The 
high classification error rates in Table I tell us that such simple 
implementation is still not enough for real application. From 
the video data, we can find that the lengths of some large vehi-
cles, e.g., trucks, are not always longer than 2.5 times of small 
vehicles. Thus, only considering passing time as the single fea-
ture may not distinguish large vehicles from small ones. To 
improve the classification performance, more features may be 
added in, like average energy, the shape of the response curve, 
etc., and more advanced classifiers may be used, like decision 
tree and SVM [5, 6]. 

VII. CONCLUSION AND FUTURE WORK 
In this paper, an acoustic traffic monitoring system is intro-

duced, which uses the emitting sound of the passing by vehi-
cles to perform multi-lane traffic surveillance. Since acoustic 
features are robust against light and weather variations, it is 
possible to utilize acoustic features to perform robust traffic 
monitoring. First, the main modules of the proposed system are 
introduced to provide an overview of the system structure. 
Then, the construction of coarse detection zones and the calcu-
lation of different traffic indices are investigated. At last, the 
real-world experiment illustrates the availability of the pro-
posed system. 

In future work, we will perform more real-world experi-
ments to verify and improve the accuracy of the derived traffic 
indices. E.g., GPS and radar gun can be used for speed compar-
ison and calibration. Other traffic monitoring policies, like mi-
crowave and video based traffic monitors can also be incorpo-
rated in the experiments for comparison. In addition, we would 
like to investigate more advanced vehicle classification meth-
ods which are suitable for acoustic features. 
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